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caGrid 1.0 – Release – Vision and Scope Document
(Fill one for each Feature or Component or Task)

Feature or Component Name or Task:  Metadata

Date Created:   August 25, 2006


	Primary Developer:
	Ohio State University

	Secondary Developer: (if applicable)
	

	Adopter/User: (if applicable)
	


1. Problem Statement:

i. Project/Feature Background:  As caBIG is highly metadata driven, a key aspect of the caGrid infrastructure is making use of this metadata within the grid.
ii. Users/Adopters: caGrid infrastructure and caGrid users.
2. Vision of solution

i. Vision Statement:  Provide definition of and runtime access to the metadata infrastructure of caGrid.
ii. List of Features (In-Scope):
a. standard metadata models
i. standard service model, vcde approved: provides the required set of metadata all services must publish.
ii. data service model: provides the required set of additional metadata all data services mush publish
iii. security model: provides the secure communication information all services must publish
b. process for advertisement of metadata for services
i. WSRF design pattern: definition of a design pattern to be used to expose service metadata to the grid in WSRF services
ii. automated introduce support (creation, edit, and publishing of metadata): tooling in introduce to generate necessary code in created services needed to implement WSRF metadata design pattern, and register it to the index service.
iii. Globus Index Service: provide a deployment process for the Globus index service 
iv. Extensible for custom metadata: the metadata design pattern and implementation supports advertisement of additional application/domain specific metadata
c. Service discovery
i. high-level client API for discovering services based on metadata: simplified client abstracts details of querying the Index Service, and provides implementations for common discovery scenarios.
ii. extensible for custom metadata: discovery API can be extended to support domain/application specific discovery scenarios
d. metadata consumption

i. simple utilities to retrieve and introspect object view of service metadata:  high-level APIs for accessing and introspecting a service’s metadata
ii. Introduce tools for browsing caDSR, GME: extensions are provided to discover data types for the purposes of service definition, as well as tools for general browsing of the types.
e. caDSR grid service

i. browsing of UML-style information in caDSR:  a search API is provided to examine projects registered in caDSR.
ii. generation of domain model metadata:  various operations for generating data service metadata are provided.
iii. (*) annotation of common metadata: the ability to annotate common service metadata with the relevant caDSR information.
iv. (*) querying of caDSR/GME mapping:  ability to cross reference between XML types and UML types
* = provided caDSR->GME mapping effort completes in time

iii. List of Features that will NOT be developed (Out of Scope):
a. Distributed discovery across multiple index services
b. Generation of XML schemas from caDSR/UML models
iv. Project/Solution Deliverables
a. Metadata Models

b. Introduce Extensions

i. Type discovery

ii. Metadata creation

iii. Metadata viewers

c. caDSR Grid Service

d. Discovery API

e. Index Service

3. Assumptions / Dependency (external)

i. Assumptions:
ii. Dependency:

a. caDSR management of and API to caDSR->XML/GME mapping (see * above)
b. caCORE APIs are used to access caDSR/EVS

c. caGrid installer to deploy metadata services

3. Feature SUCCESS FACTORs:

a. Continued collaboration with caDSR team to enforce policies and assumptions
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