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1. Summary Statement of Progress

This is the first month of year 7 of the caGrid core development project (April 2011).  The primary focus of this month’s efforts were continued development and investigation of the SHA 2 certificate migration and associated tooling upgrades, cataloging and prioritizing tasks and features for the future caGrid 1.x release in conjunction with the Task Review Board (TRB), and completion of support for caCore SDK 4.4 in caGrid data services.
· 1 bugs closed, 0 new unfixed bugs reported, 4 feature requests closed, 5 new unimplemented feature requests submitted
· The above figures include GForge and Jira trackers

· Continued development of caGrid 1.4 with SHA 2 support

· caCORE SDK 4.4 support for Data Services in caGrid 1.4 completed
· Continued progress made toward migration of JIRA tracker from OSU to NCI
2.  Accomplishments: Milestones, Activities and Deliverables


· Technical Leadership

· Major Accomplishments:

· Continued execution of deliverable “C.1.D.4 Gforge Site” in the form of:

· Creating and updating the status appropriately of all Bugs and Feature Requests on the Tracker section (http://gforge.nci.nih.gov/tracker/?group_id=25)

· Bugs Opened/Closed, April 2011:
· None for core
·  Feature Requests Opened/Closed, April 2011:
· None for core

· Participation in bi-weekly developer, bi-weekly management, weekly SHA2 development, bi-weekly caGrid Status, and bi-weekly Architecture Workspace teleconferences, new weekly meetings with government sponsor, TRB meetings, and monthly caGrid User’s calls (17 such calls total for April)
· Software Development
· Internal Task Tracker Activity (April  2011):
· Note that items with a Fix Version of “caGrid 1.5” are items for a future release of caGrid.  Fix Version “caGrid 1.4 SHA2” indicates the SHA2 supporting version of caGrid derived from the 1.4 branch.
	Issue Type
	Key
	Summary
	Status
	Resolution
	Created
	Updated
	Fix Version/s

	Task
	CAGRID-674
	Set up the next few sprints given the prioritization and go-ahead of the TRB from April 29
	Open
	UNRESOLVED
	4/29/2011 16:17
	4/29/2011 16:17
	Sprint 2011_04_25-2011_05_06

	Sub-Task
	CAGRID-673
	CAGRID-652
Figure out at what point the SDK data service is failing to serialize results
	Open
	UNRESOLVED
	4/29/2011 9:33
	4/29/2011 9:33
	General Investigation 
caGrid 1.5

	Documentation
	CAGRID-672
	Create spreadsheet for TRB meeting tomorow
	Closed
	Completed
	4/28/2011 15:48
	4/29/2011 9:37
	Sprint 2011_04_25-2011_05_06 
Sprint 2011_05_09-2011_05_20

	Sub-Task
	CAGRID-671
	CAGRID-669
Update ivy repo on software.cagrid.org with latest tag's artifacts
	Closed
	Completed
	4/28/2011 13:59
	4/29/2011 14:11
	caGrid 1.4 
Sprint 2011_04_25-2011_05_06

	Sub-Task
	CAGRID-670
	CAGRID-669
Create release artifacts from the tag
	Closed
	Completed
	4/28/2011 13:58
	4/29/2011 15:59
	caGrid 1.4 
Sprint 2011_04_25-2011_05_06

	Task
	CAGRID-669
	Create next RC tag of 1.4 branch
	Closed
	Completed
	4/28/2011 13:57
	4/29/2011 16:11
	caGrid 1.4 
Sprint 2011_04_25-2011_05_06

	New Feature
	CAGRID-668
	Update data service *-config.jar to reference local schemas and DTDs
	Open
	UNRESOLVED
	4/27/2011 13:35
	4/27/2011 13:35
	 

	Task
	CAGRID-667
	Sync up any relevant changes between 1.4 branch and trunk before 1.4 release
	Closed
	Completed
	4/27/2011 9:31
	4/28/2011 13:56
	caGrid 1.4 
Sprint 2011_04_25-2011_05_06

	Task
	CAGRID-664
	caGrid remote ivy repo needs the integration test artifacts
	Closed
	Completed
	4/21/2011 15:47
	4/21/2011 16:28
	caGrid 1.4 
caGrid 1.5 
Sprint 2011_04_11-2011_04_22

	Sub-Task
	CAGRID-663
	CAGRID-537
Clean up ISO constants test
	Closed
	Fixed
	4/21/2011 11:24
	4/21/2011 12:50
	caGrid 1.4 
Sprint 2011_04_11-2011_04_22

	Sub-Task
	CAGRID-661
	CAGRID-537
Update the DatatypeFlavor class to support NCI's ISO 21090 version 2.1.1
	Closed
	Completed
	4/20/2011 12:17
	4/21/2011 11:21
	caGrid 1.4 
Sprint 2011_04_11-2011_04_22

	Sub-Task
	CAGRID-659
	CAGRID-658
Fix the failing test on the Trunk as well
	Closed
	Fixed
	4/14/2011 10:31
	4/27/2011 8:50
	caGrid 1.4 
Sprint 2011_04_25-2011_05_06

	Task
	CAGRID-658
	Fix failing tests on dashboard caGrid 1.4 JDK 5 system test build
	Closed
	Completed
	4/14/2011 10:18
	4/28/2011 9:49
	caGrid 1.4 
Sprint 2011_04_25-2011_05_06

	Task
	CAGRID-657
	Fix failing tests on dashboard caGrid 1.4 system test build
	Closed
	Completed
	4/14/2011 10:16
	4/28/2011 9:49
	caGrid 1.4 
Sprint 2011_04_25-2011_05_06

	New Feature
	CAGRID-656
	Add ability to configure Auth Service without export / import of host credential
	Open
	UNRESOLVED
	4/13/2011 10:19
	4/13/2011 10:21
	 

	New Feature
	CAGRID-655
	caCore SDK 4.x data service styles need upgraders to handle swapping out Spring versions for SHA2 support
	Open
	UNRESOLVED
	4/7/2011 16:23
	4/25/2011 9:45
	caGrid 1.4 SHA2 
Sprint 2011_04_25-2011_05_06

	Sub-Task
	CAGRID-654
	CAGRID-597
Upgraders need to add this to the client
	Open
	UNRESOLVED
	4/7/2011 16:06
	4/7/2011 16:32
	caGrid 1.5

	New Feature
	CAGRID-653
	Rewrite the Index Service
	Open
	UNRESOLVED
	4/5/2011 14:49
	4/5/2011 14:49
	caGrid 1.5

	Task
	CAGRID-652
	Support for openJDK
	Open
	UNRESOLVED
	4/5/2011 14:43
	4/12/2011 14:51
	caGrid 1.5

	Documentation
	CAGRID-651
	caGrid 4/4/2011 weekly task review document
	Closed
	Completed
	4/5/2011 14:11
	4/6/2011 10:23
	Sprint 2011_03_28-2011_04_08

	Documentation
	CAGRID-650
	caGrid March 2011 Monthly Report
	Closed
	Completed
	4/5/2011 14:10
	4/27/2011 12:35
	Sprint 2011_04_25-2011_05_06

	Bug
	CAGRID-647
	Make SDK 4.x CQL 2 query processors thread safe for serializing object results
	Closed
	Fixed
	3/30/2011 12:10
	4/8/2011 11:28
	caGrid 1.4 
caGrid 1.4 SHA2 
caGrid 1.5 
Sprint 2011_03_28-2011_04_08

	Task
	CAGRID-634
	software.cagrid.org should have a unified Ivy repository
	Open
	UNRESOLVED
	2/25/2011 10:36
	4/25/2011 9:45
	Sprint 2011_04_25-2011_05_06

	New Feature
	CAGRID-633
	GAARDS UI Target Grid selector needs completely redone
	Open
	UNRESOLVED
	2/25/2011 10:31
	4/25/2011 9:45
	Sprint 2011_04_25-2011_05_06

	New Feature
	CAGRID-631
	GRAPE framework needs to know where to load extension classes from
	Open
	UNRESOLVED
	2/17/2011 15:33
	4/25/2011 9:45
	caGrid 1.5 
Sprint 2011_04_25-2011_05_06

	Sub-Task
	CAGRID-620
	CAGRID-540
Perform mock upgrade of CVRGrid from 1.3 to 1.4.1
	In Progress
	UNRESOLVED
	2/9/2011 9:49
	4/25/2011 12:06
	caGrid 1.4 SHA2

	New Feature
	CAGRID-619
	Client side utility to get the host identity of a grid service
	Open
	UNRESOLVED
	2/8/2011 10:35
	4/29/2011 9:29
	caGrid 1.4 SHA2 
caGrid 1.5

	Sub-Task
	CAGRID-608
	CAGRID-433
caGrid 1.4 javadocs
	Closed
	Completed
	5/3/2010 9:50
	4/13/2011 16:30
	 

	New Feature
	CAGRID-597
	Update Introduce generate service clients with configurable timeouts
	Closed
	Completed
	1/13/2011 9:31
	4/13/2011 13:30
	caGrid 1.5

	Task
	CAGRID-589
	Prepare Ant tips and tricks presentation for January User Group meeting
	Closed
	Fixed
	1/3/2011 8:37
	4/14/2011 9:27
	 

	Sub-Task
	CAGRID-552
	CAGRID-540
Create upgrader for Introduce generated services from 1.4 to 1.4.1
	Resolved
	Fixed
	11/24/2010 10:38
	4/25/2011 12:08
	caGrid 1.4 SHA2

	Sub-Task
	CAGRID-548
	CAGRID-540
Write patch documentation for caGrid 1.2
	Resolved
	Won't Fix
	11/18/2010 14:17
	4/14/2011 9:26
	caGrid 1.4 SHA2

	Sub-Task
	CAGRID-546
	CAGRID-540
Create and test SHA-256 patch for caGrid 1.2
	Closed
	Fixed
	11/18/2010 14:09
	4/14/2011 9:29
	caGrid 1.4 SHA2

	Task
	CAGRID-522
	Fix up bouncycastle v145 API differences
	Closed
	Fixed
	11/1/2010 16:34
	4/12/2011 15:24
	caGrid 1.4 SHA2 
Sprint 2011_04_11-2011_04_22

	Task
	CAGRID-519
	Create caGrid 1.x JIRA tracker on NCI's JIRA
	Open
	UNRESOLVED
	10/28/2010 11:11
	4/25/2011 10:08
	Sprint 2011_04_25-2011_05_06

	Sub-Task
	CAGRID-513
	CAGRID-540
Verify backward compatability
	Closed
	Won't Fix
	10/25/2010 10:50
	4/15/2011 13:20
	 

	Sub-Task
	CAGRID-510
	CAGRID-540
Update GTS to use/issue SHA-256 encrypted certificates
	Resolved
	Fixed
	10/25/2010 8:52
	4/12/2011 15:26
	 

	New Feature
	CAGRID-493
	Verify that container environment variable is set before deploying
	Closed
	Completed
	9/3/2010 15:16
	4/11/2011 13:56
	caGrid 1.5

	Task
	CAGRID-482
	Update Identifiers NamingAuthority na.properties file URLs to be configured by "ant configure"
	Open
	UNRESOLVED
	8/20/2010 11:38
	4/25/2011 9:45
	caGrid 1.4 
caGrid 1.4 SHA2 
caGrid 1.5 
Sprint 2011_04_25-2011_05_06

	New Feature
	CAGRID-464
	deployJBoss target should be updated to allow users to specify the JBoss node name
	Closed
	Completed
	7/29/2010 13:42
	4/12/2011 11:11
	caGrid 1.5

	Task
	CAGRID-411
	WebSSO authentication with AuthenticationServices other than Dorian
	Closed
	Completed
	6/15/2010 14:57
	4/26/2011 11:41
	caGrid 1.5

	Sub-Task
	CAGRID-335
	CAGRID-267
Testing DCQL 1 & 2 queries in "mixed mode"
	Open
	UNRESOLVED
	3/9/2010 12:33
	4/25/2011 9:45
	caGrid 1.4 
Sprint 2011_04_25-2011_05_06

	Task
	CAGRID-267
	Integration testing for FQP with DCQL2
	Open
	UNRESOLVED
	1/21/2010 9:52
	4/25/2011 9:45
	caGrid 1.4 
Sprint 2011_04_25-2011_05_06

	Task
	CAGRID-220
	Add support for beans that support listeners for changes on atrubutes and collections.....
	Closed
	Won't Fix
	12/11/2009 13:07
	4/12/2011 14:58
	caGrid 2.0

	Task
	CAGRID-187
	remove Mobius dependency from GTS
	Reopened
	UNRESOLVED
	11/24/2009 11:28
	4/12/2011 15:22
	caGrid 2.0

	Task
	CAGRID-178
	Edit Introduce UI to validate fault exception types on method edit
	Closed
	Won't Fix
	11/20/2009 12:45
	4/12/2011 16:09
	caGrid 2.0

	Task
	CAGRID-96
	Come up with build plan for using ant to build and test introduce as an eclipse project
	Closed
	Won't Fix
	10/9/2009 14:05
	4/12/2011 14:59
	caGrid 2.0

	New Feature
	CAGRID-45
	Look into using Eclipse AST for code editing
	Closed
	Won't Fix
	8/24/2009 15:47
	4/12/2011 16:11
	caGrid 2.0


· Major Accomplishments:
· The SHA 2 development grid at OSU appears to be functioning as expected, however integration tests still fail.  It remains to be seen if this is an artifact of the testing tools or an actual problem.
· Draft document for the SHA 2 migration process has been created
· Data Services support for caCORE SDK 4.4 support as a downloadable extension to Introduce 1.4
· The backport for support in caGrid 1.3 cannot proceed until the SDK team fixes GForge bug #31022
· Continued execution of deliverable “C.1.D.5 Technical Support” in the form of email support via the caGrid User’s email list, caGrid Knowledge Center Forums, and meetings with project teams
· 15 Threads with 24 messages on the caGrid User’s list for April 2011 (https://list.nih.gov/cgi-bin/wa.exe?A1=ind1104&L=CAGRID_USERS-L) 

· All-time caGrid Knowledge Center Forum Statistics as of April 2011
Total posts 3281 • Total topics 626 • Total members 446 

3.  Lessons Learned

· Upgrades to support SHA 2 certificates on caGrid have proven to break backwards compatibility with existing grid clients and services, which highlights a need for frequent and early community interaction to ensure users and developers are well informed of the upcoming changes and potential impacts to their services and clients.  CBIIT’s Enterprise Security Team (EST) has informed us that such communication must be forthcoming from them directly, however no such communication has taken place as of yet.
· No timetable has yet been established for starting the production grid upgrade.  Upgrading the production grid infrastructure will necessitate some downtime, but so far this has been difficult to manage due to ongoing clinical trials registrations which take advantage of the grid.  A plan needs to be developed to both minimize the downtime and provide some mechanism for these trials to continue during the brief anticipated outage.
· More users continue to find and make use of the caGrid 1.4 release, either via searching, simply checking out the branch from SVN, or being directly instructed to do so by their product managers.  These users are asking questions about caGrid 1.4, but the Knowledge Center and Dev teams cannot adequately support an unreleased product.
· 4.  Upcoming Milestones, Deliverables and Activities

	Task
	Activity
	Deliverable
	Delivery Date
	Comments

	Project Management
	Monthly Status Report and Risk Update
	May Status Report and Risk Update (Task 1.3.6)
	June 10th, 2011
	

	Milestone
	caGrid 1.4 Release
	Software and Documentation
	TBD with Project Manager
	No firm release date set, see lessons learned above

	Milestone
	caGrid 1.4+ with SHA 2 certificate support
	Software and Documentation
	TBD with PM after code complete
	


5.  Risk Management Matrix
Structured Risk Management Matrix (SRMM)

	Risk
	Type
	Date

Identified/

# of wks in SRMM
	Date of

Mitigation

OR

Occurrence

(indicate which)
	Likelihood

(this week vs

last week)
	Impact

(this week

 vs

last week)
	Consequence
	Structured

Mitigation

Plan


	Contingency

Plan
	Comments

	 The underlying grid framework used by caGrid (Globus), is investigating making large changes based on their use of out dated technologies, which would require a significant amount of resources to adapt caGrid to the new technologies. 
	T
	April 30, 2009/ 48
	NA
	1/1
	O/O
	No short term impact is expected, though we will need to make plans to migrate for deprecated technology as necessary.
	The caGrid Lead Architect and members of the development team will meet with the Globus team to discuss requirements and plans.  [DONE]

Members of the caGrid development team will investigate the new candidate technologies to assess their suitability for caGrid’s needs.  [IN PROGRESS]

The caGrid Project manager will work with the caGrid Product Manager to make adjustments to the project’s scope and timelines accordingly, as well as future plans. 
	Project leadership will assess the impact, scope, and effort required to migrate to new technologies, and identify if it is within scope for the current development effort, or can be delayed.
	This is actually a good thing long term, but probably affects our short/medium term schedule.

	The caGrid Installer currently has no responsible resource for its maintenance and may require significant development and testing if tech stack changes are required
	R
	September 30/ 24
	NA
	1/1
	M/M
	Resources would either need to be moved from other scope items, or the installer would not be able to be supported (not really viable)
	The caGrid Project manager will raise to the caGrid Product manager and identify an appropriate plan prior to finalizing the scope or timeline for the caGrid 1.4 release.[DONE]

An abatement will be determined during the scope and timeline base-lining, currently finishing up.


	
	

	The NCI 2009 technology stack specifies versions of Tomcat and JBoss which are not supported by Globus.
	T
	September 30/ 24
	NA
	1/1
	M/M
	Patches to Globus may be required to support them, or caGrid would not be able to support those versions.
	The caGrid Project manager and lead architect will schedule resources to investigate the impact.

Tomcat 6 deemed likely viable, but requires configuration and installer changes.  The project manager is reaching out to project team leads to determine interest in support.

JBoss 5.1.x investigation has shown it does not work, but can probably be made to do so with code modifications.  Investigation.

All major tech stack changes are currently planned for post 1.4.
	
	Investigation planned for November [DONE]

	Supporting the ISO 21090 datatypes has been identified as a top priority task which requires caGrid resources to be pulled from 1.4-related activities
	R
	March 1, 2010 / 4
	Mitigation on June 18th with ISO 21090 support release
	2/2
	M/M
	The 1.4 release has been delayed, however personnel are now available to complete it.
	Resources were diverted completely to the ISO 21090 work, pushing back the release date for caGrid 1.4. [DONE]

The Lead Architect will work with the Project Manager to revise the caGrid 1.4 timeline when the ISO work wraps up. [DONE]
	
	ISO 21090 work is complete, allowing progress on the 1.4 release.

	NIST mandate that federal systems utilize SHA-256 certificates requires extensive support and changes in caGrid 
	R
	September 20, 2010
	Mitigation on December 10th with compliance extension to 12/13/2011
	1/4
	M/M
	The development team is actively and aggressively working to make our security services and tools interoperate with SHA 256 certificates.  Some impact to backwards-compatibility may occur
	The development team is working to make security services and tools interoperate with SHA-256 certificates, but some impact to backwards compatibility is expected.
Community outreach is required to ensure adopters of caGrid are aware of the changes and potential impacts
	
	


6. Issue Management
	ID #
	Issue
	Owner
	Actions
	Priority
	Status

	0
	A few bugs in the 1.2 release have been identified, work-arounds posted, and fixed.  But we may want to post a cumulative bug fix 1.2.1 point release.  We should work with QA team to establish a QA process first.
	Technical Lead
	Issues have been posted to gforge trackers, workaround have been identified, and bugs have been fixed in CVS on the 1.2 release branch.

A few teams are currently using the source release branch, or Introduce updates, unless there is sufficient interest from the community in an official release, we will likely continue with this approach for the 1.2 codebase.

Closing as teams have been able to sufficiently leverage Introduce’s auto-update functionality to address issues and the 1.3 release is on the horizon.
	Low (as acceptable workarounds exist)
	Closed



	1
	A timeline and scope have not yet been identified for the next release
	Technical Lead/Project Manager
	The initial project plan and scope have been established.


	Low
	Closed



	2
	A new requirement of wanting core services to be Gold compatible was identified.  This will affect the timeline and scope of next release, and may have backwards compatibility ramifications


	Technical Lead/Project Manager
	The technical lead will do an initial analysis and review of impact, and discuss options with management.

We’ve decided to focus on action items which don’t introduce additional backwards compatibility concerns for the 1.3 release (such as model registration, etc), and address the others in the 2.0 release.

The Project Manager is starting by registering key information models, such as the metadata models and CQL, in the caDSR and we will register service XSDs in the GME.


	Medium
	Open



	3
	Gforge bug ##13407 causes a problem for people following the standard deployment recommendation of creating a service with the latest version of Introduce, and deploying it to a container also running syncgts.
	Component/Service Leads
	A simple work around has been posted, but this needs to be corrected in the release branch, comprehensively tested, and a point release created.  Each component lead will need to apply the patch (removing a particular jar) and validate their services work correctly.  We should have the QA team do the final validation.

QA team has begun user scenario testing which covers this bug, and once validated we can them have them validate the workaround.

This will be addressed in 1.3 when all services will be created with Introduce 1.3


	Medium (as simple workaround exits)
	Closed



	4
	The caGrid feature tracker was mistakenly deleted, and the system’s team cannot easily restore it.
	Project Manager
	The Project Manager has implemented a recovery script to reload the tracker to the database; we are waiting on the system’s team to evaluate and execute it.

The Project Manager manually copied over the existing open trackers to a new gforge tracker.
	Medium
	Closed

	5
	There is no timetable for the caGrid 1.4 production grid upgrade and subsequent caGrid 1.4 product release
	Project Manager
	The release artifacts are posted in the appropriate places but hidden until the final release date is set.  PM is working with the TRB and systems teams to minimize the impact to ongoing clinical trials which depend on the production grid, however no timelines have been established so the release remains in limbo.
	High
	Open (until a schedule is agreed upon)


Appendix A – Project STatus Rating Guidelines
Use the following criteria to determine the overall project status.

	
	Red – On Hold/ In Trouble
	Yellow– At Risk
	Green - On Target

	Time
	If the project is delayed more 10% of the overall time, or if the project is going to require a POP extension to be completed. 
	If the project is delayed up to 5% of the overall time based on the current project management plan.
	If the project is on time and no deliverables are more then 1 day late.

	Risk and Issues
	If any high impact risks become realized and are not currently and actively being resolved. 

Or if an high priority issues have no solution and thus, are preventing or hindering progress.
	If there are any high or medium  impact risks without a clear and consistent mitigation strategy in place.

Or if any risks are hindering progress because the project team can’t get them resolved without escalation, which hasn’t happened.
	All identified risks have well thought out mitigation plans. 

No issues are preventing progress.

	Quality
	The final deliverable will not meet the required specifications  and will not satisfy the community/end users as is currently.
	The final deliverable is in danger of not satisfying the end users.
	The final deliverable is planned to be of the quality expected by the community/end-users.


Appendix B – Project Risk Ranking Guidelines

Superscript Key:  


1  required field for all Risks


2  required field for any Risk with Likelihood >= 50% (2) and Impact >= Moderate


3  required field for any Risk with Impact >= Operational regardless of Likelihood


4  field required when a Risk has either occurred or been successfully mitigated


5  optional field

Risk1 – Brief name by which the Risk can be identified in the context of the Project, e.g. “inadequate technical expertise for schema generator too.’  A more lengthy description of the Risk may be included if deemed helpful to the understanding of the tool by project stakeholders or team members, e.g. ‘the application must invoke an external schema generator to produce the desired files for export and no one in the development organization currently understands or has experience with the schema generator.  The project budget needs to be expanded to either hire the appropriate resource or train an internal resource.  Time delays can be expected for either solution.”  (NOTE:  Each Risk should be granular enough to be mitigated by a single, structured Risk Mitigation Plan (see description below).)

Type1 – each Risk is assigned a single Type as follows:

(Q) Requirements – unknown, incomplete, and/or shifting requirement(s)


(R) Resource – limitation in obtaining sufficient, appropriate and/or timely persons, machines, funding for the 


Project Team to accomplish its stated/assigned goals


(S) Social/political/cultural – Vulnerability of the Project’s schedule, budget, functionality, quality, coherence, or 


other critical success factors to forces within or external to the team that represent a risk not categorized as 


risks of type Resource, Technical, or Requirements.

(T) Technical – Dependency of the Project on a technology which is new or unproven in the Project’s context, not 


well understood by 
the appropriate members of the Project Team, still under development, poorly 



documented, supplied by a 3rd-party that is in some way deemed to be at risk (schedule, funding, etc.) etc.

Date identified/# of weeks in SRMM1 – The calendar date that the Risk was identified by one or more team members followed by the number of calendar weeks that the risk has been in the project’s SRMM

Date of Mitigation/Occurrence4 – Date that Risk either actually occurred or was successfully mitigated.


(NOTE:  Date of Occurrence ( Likelihood this week = 5 (100%))

Likelihood (this week / last week)1 – A semi-quantitative assessment by appropriate members of the Project Team as to Likelihood of the occurrence of the named Risk in the next 30 days.



0 = 0% (risk has been successfully mitigated)  (NOTE:  Risks may be removed from Matrix in this case)



1 = approximately 25% (‘possible but not likely that Risk will occur in next 30 days’)



2 = approximately 50% (‘chances are even that risk will occur in next 30 days’)



3 = approximately 75% (‘a good or better than average chance risk will occur in next 30 days’)



4 = approximately >75% but <100% (‘risk will almost certainly occur within next 30 days unless immediate 



mitigated steps are taken’)



5 = 100% (‘risk has occurred’’)

Impact (this week / last week)1 – A semi-quantitative assessment by appropriate members of the Project Team as to 

Impact of the Risk on the projects schedule, budget, functionality, and/or quality.



(N) Negligible – if the Risk occurs, the project’s schedule, budget, functionality, and/or quality will not be 



substantively affected because a suitable workaround is available.

(M) Moderate – if the Risk occurs, the project’s functionality and/or quality will ultimately not be substantively affected because a suitable workaround – already identified – can be implemented.  Implementation of this workaround will, however, affect the schedule and/or the budget of the project a degree that is fairly well understood by the Project Team.


(O) Operational – if the Risk occurs, the project’s schedule, budget, functionality, and/or quality will be substantively affected.  However, the Project Team believes that a suitable workaround is available, but does not have sufficient knowledge of the impact of implementing the workaround to be able to quantitatively assess its  overall impact on the project.  (NOTE:  this is a mid-ground classification between ‘Moderate,’ where both the impact of the Risk’s occurrence and the existence (and impact) of a suitable workaround are fairly well understood – and ‘Profound’, where the impact of the Risk’s occurrence is known to be so severe as to threaten (or signal) the demise of the project.)


(P) Profound – if the Risk occurs, the project’s schedule, budget, functionality, and/or quality will be substantively affected to such a degree that the project will either not be able to continue without a substantive analysis of the affected areas of the project, a significant refocusing or redefinition of the project (as outlined in the Risk’s Contingency Plan, or, in some cases, cancellation of the Project.  

Consequence5 – an optional text description of the expected consequence of a given Risk should it occur.

Mitigation Plan3 – A defined set of tasks agreed upon by appropriate members of the Project Team, that will be executed in the current week’s Project Plan, with the express purpose of reducing a given Risk’s Likelihood and/or Impact.  All Risks with a Likelihood of 3 or more and/or an Impact of Operational or Profound must have a defined Mitigation Plan.  (NOTE:  a given Project Team may choose to define Risk Mitigation Plans for Risks with lower Likelihood and/or Impact rankings). All tasks in the Mitigation Plan should be assignable to a single accountable resource associated to the Project.  Each Task must be granular enough to be accomplished with one week’s time by the assigned resource, i.e. the tasks listed in a given Risk’s Mitigation Plan are expected to flow from the Risk Matrix onto the team’s Project Plan.  (NOTE:  For Mitigation Plans whose complete Task Set requires more than one week to complete, the Project Team may find it helpful to indicate in this Risk Matrix column from week-to-week which of the specific tasks in the Mitigation Strategy have been completed to better help in the visual tracking of the progress of the Mitigation Strategy.)

Contingency Plan4  -- A defined set of tasks agreed upon by appropriate members of the Project Team that will be undertaken to manage the Project Team in the event the Risk occurs, roughly equivalent to an organization’s various Disaster Plans.  Tasks should be assignable to a single accountable resource.  Given the substantive effect that the Risk is judged to have on the Project, the Contingency Plan may be relatively short with the realization that if it is invoked, it will ultimately give rise to a larger Project Plan detailed elsewhere.  Otherwise, the guidelines for granularity etc. of individual tasks are identical to those described for the Mitigation Strategy. 
All risks with an Impact rating of Profound must have an associated Contingency Plan.  If the decision has already been made to cancel the project if the Risk occurs, the Contingency Plan should state this fact, i.e. “NONE – project will be terminated”

Comments5 – Any additional comments that the Project Team would like to add to the documentation of the Risk that will help non-team project stakeholders better understand the Risk and its management.

Appendix C – Project Issue Priority and Status Guidelines

The following details guidelines for Priority rankings of project Issues.

	Priority Status
	Guideline Descriptions

	High
	Immediate, or near immediate, Block of project progress.

If left unresolved, will prevent success.



	Medium
	Issue will block of project progress within 5% of the project overall schedule based on the approved project management plan.

Without resolution, the end goal will not be fully achieved.



	Low
	Does not block project timelines or success.

If left unresolved, will NOT prevent project success.
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