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2. Technical Status Overview

A.  Enterprise Service Standards and Review Team
· This effort started with the development of ECCF templates for service specifications but later expanded to defining and setting up full-fledged enterprise services governance and more recently included definition of a roadmap for incrementally elaborating service specifications as the usage context of a service expands.

· The team has defined all the key processes, standards and templates and created a basic infrastructure necessary for implementation of Enterprise Services governance.

· After several iterations and finalizing the service taxonomy based on Thomas Erl SOA methodology, we have a solid Enterprise Service inventory blueprint.  This blueprint now needs to be communicated with the wider NCI community to seek input.
· NCI’s Enterprise Services (NES) Wiki is operational.  It provides a view of the NES Inventory Blueprint organized by service type as well as domain and is up-to-date with the latest available information about the service specifications, review and approval status.  The wiki also provides information a typical service development team would be looking for, such as processes, standards and artifact templates. 

B.  caBIG® Integration Hub (iHub), Suite Installer and Suite Architecture Support
· iHub ServiceMix implementation has had four releases during this contract period and is a stable product performing a key role in accomplishing integration and interoperability among Clinical Trials Suite applications.
· Ekagra team helped UAMS install and configure iHub in their unique deployment environment successfully and UAMS is now more prepared to adopt the Clinical Trials Suite in production.

· The team has also completed development and end-to-end system testing for iHub implementation on the MirthConnect platform.  

· iHub-MirthConnect needs to be tested by NCI’s Interoperability QA team and then released to the community.  We believe that this implementation will generate a lot of interest from the Clinical Research community because of the ease of integration and HL7 messaging capabilities offered by MirthConnect.
· Additionally, Ekagra team developed an installer for the Clinical Trials Suite in a very short time period.  Earlier, the users would need to install each application separately and then configure.  In the most recent release, the team gathered input and requirements from various stakeholders to considerably improve the Suite Installer by reducing a number of manual steps and configurations, reducing the time taken to install the suite and enhancing the overall user experience.
· It is recommended that the Suite Installer be further developed to provide a User Interface, which will greatly enhance the user experience and help with the wider adoption goal.

· The team provided architectural support to all application teams within the Clinical Trials Suite for four releases within the contract period and specifically the expertise needed for resolution of issues related to caGrid and WebSSO as well as security.
· Additionally, the Ekagra team took the lead in putting together an overall integration architecture for supporting TRANSCEND-2 requirements using caBIG tools and applications.

C.  Clinical Connector

· Requirements for a generic CDMS connector and a technical approach for integration using a CDMS connector were initially developed to be used as a basis for further product development.  The ECCF service specifications stack was then created.
· C3D - Clinical connector for C3D was the first implementation of the clinical connector and implements the clinical connector service within the constraints of Oracle Clinical.
· Medidata – Ekagra team worked very closely with the Medidata Rave team during development of this clinical connector.  Subject Registration interface was developed and tested.  After the team started working on the Lab Load interface, Medidata procurement and this related effort was put on hold.
· OpenClinica – Ekagra team has recently completed the development and unit testing as well as installation guide for OpenClinica Clinical Connector.  Testing by NCI’s Interoperability QA team is still outstanding before the product can be released to the community.  This is another product that the community has shown interest in and needs to be released as soon as possible.

· Clinical Connector client - Ekagra team has developed an embedded plug-and-play Clinical Connector client within caBIG integration hub such that adopters do not have to develop a clinical connector client from the scratch.
· Additionally, the Clinical Connector is currently a one-way interface into a CDMS and it needs to be expanded to support two-way data exchange with a CDMS.  Ekagra team has implemented an outbound data service for C3D.  This can be used as a starting point to expand the generic Clinical connector specifications into what is currently identified as the Clinical Data Management service on the NES Inventory blueprint.
D.  CDA-based CRF Management

· Ekagra team interviewed several stakeholders at NCI as well as at external standard organization like CDISC to formulate a vision and scope for implementation of Clinical Document Architecture based Case Report Forms at NCI.
· The team then created use cases, conceptual and logical service specifications for template management and CRF data management services and proposed an overall technical integration architecture for using these services in a Clinical Trials environment
· Additionally, the team came up with an architecture and design for a prototype demonstrating the use of CDA for CRF management. The team later developed the prototype and demonstrated it at various forums.
E.  ECCF Implementation Guide

· Ekagra team created the content for first version of the ECCF implementation guide as well as creation of examples to explain the content.  Additionally, the team was responsible for creating the ECCF training content as well as delivering the training for selected participants.
2.1 Description of Work Completed During the Contract Period
Table 2.1: Technical Progress/Accomplishments

	Task/Activity
	Description

	Task 1 – Project Management
	1. Ekagra team created the Project Management Plan encompassing all discrete activities on the contract and followed it.

2. The team performed active issue and risk management activities on a regular basis.

3. Weekly and monthly status reporting to SAIC-F and NCI was completed on a timely basis.

4. For development projects (caBIG Integration Hub and Clinical Connector), MS Project was used to create and maintain project schedules which were regularly tracked.

5. After every release for development project, lessons learned exercise was conducted.

	Task 2 – Requirements, Architecture and Design
	1. The team created detailed use cases for caXchange as well as a very comprehensive architecture and design document.  Separate architecture and design document was created for ServiceMix and MirthConnect implementations.

2. The original caXchange product was rebranded to caBIG integration hub in release 2.0 (December 2009).
3. 3.   For Suite Installer, the team interviewed 4 stakeholder groups – QA, Knowledge Center, Suite applications and Suite Product Representative (Bill Dyer) to get their input.  Based on this a detailed requirements document for Suite Installer enhancements was created in Release 2.3.  These requirements were then prioritized for implementation.

	Task 3 – caXchange Tasks


	1.    Ekagra team successfully completed development, Unit testing, 
Interoperability Testing support and release activities for four releases 
during the contract period, substantially increasing the 
functionality/capabilities of caBIG Integration Hub and Suite Installer.

a.  Release 2.0  - December 2009


b.  Release 2.1 – March 2010


c.  Release 2.2  - September 2010


d.  Release 2.3 -  May 2011

Development on the MirthConnect platform


Additionally, based on NCI Management’s request, the team research 
and compared various features of MirthConnect HIE with iHub 
ServiceMix.  Based on the presentation of benefits of MirthConnect, 
the NCI management directed the team to work on the Proof of 
Conecept for iHub implementation on MirthConnect Platform.  After a 
successful Proof of Concept, the team started working on 
implementation of caBIG Integration Hub use cases on the 
MirthConnect platform.  As of the end of the contract period, this 
development and the associated unit testing was complete for the most 
part. The deployment script needs to be modified to resequence the 
applications to be installed; otherwise some of the Mirth channels need 
to be loaded manually because of the time it takes to install 
MirthConnect.
2.
The team created a technical approach document for generic   
CDMS integration, requirements and ECCF specifications stack for the 
Clinical Connector.
3.
The team implemented the Clinical Connector specifications for 
C3D (within the constraints of Oracle Clinical) and OpenClinica.


The OpenClinica clinical connector development is complete.

4.
Additionally, the team worked extensively with Medidata Rave 
team for the implementation and testing of Medidata clinical 
connector.

5.   The team developed a Clinical Connector client within caBIG 
Integration Hub and also helped the CTSU OPEN team during 
their effort to create their own client.

6.
iHub team completed work for COPPA Enterprise services 
integration in Release 2.0.

7.
Additionally, the team worked on improving iHub performance

Three performance improvement strategies have been implemented on the core ServiceMix platform:

· Re-architect and re-design the caBIG Integration Hub auditor so that auditing is not too much of an overhead 

· Cache delegated credentials to reduce the number of delegation service invocations

· Route messages to reduce the number of Enterprise Integration Pattern (EIP) components
8.  The team did not receive any specific requirements regarding multi-
site/hosted mode protocol support.  However, a proposed architecture 
for multi-site deployment of services using iHub was created by the 
ESSRT team.

9.   Adopter activities – The team provided extensive support to UAMS to 
install iHub and rest of the Clinical Trials Suite in their unique 
deployment architecture by helping resolve several issues.  This 
was a successful install positioning the UAMS team to adopt the entire 
Suite in production.  


TRANSCEND was iHub’s first adopter in production and used the non-
grid interface provided by iHub for integration between Tolven and 
caTissue.


Additionally, the iHub team recently learned that several other 
institutions (Mayo, CALGB, Roswell Park) are using iHub-Servicemix 
for caAERS web service integration.

	Task 4 – caXchange Application and System Test
	1.
The team created an elaborate Integration Smoke test suite using 
SOAPUI and continued to use it and update as necessary, for all 
subsequent releases.
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Additionally, MirthConnect has been tested in the development 
environment extensively using Application based integration testing.  
Each operation of each enterprise service that is supported, was 
tested.  MirthConnect testing in the development environment is 
complete with the exception of two scenarios:

a.  MySQL database support


b.  LabLoad message from LabVieewer to C3D

	Task 5 – caBIG Compliance
	1.  The team has created extensive Interface Documentation.
2.  The team submitted the Silver Level compatibility package for Release 
2.0 in a timely manner and got approval.

	Task 6 – caXchange deployment
	1.  iHub and Suite Installer both have extensive installation guides.

2.  The installation guides have been updated for each release (2.0, 2.1, 
2.2, 2.3) during the contract period.

3.  Additionally, the Ekagra Suite Installer team was critical during the Suite 
release process for creating builds, resolving build issues, deploying 
builds to the target environment and creating downloadable distribution 
packages for the Suite final releases.

4.  Additionally, the team created a detailed installation guide for Open 
clinica clinical connector.

	Task 7 – Software Product Documentation
	1.  iHub team created a very elaborate, step-by-step administration guide 
and maintained it throughout the contract POP.

2.  The team has also created a Service Integration Guide for Openclinica 
Clinical Connector.

	Task 8 – Provide Architectural Support to Clinical Trials Suite
	1. The team provided architectural support to all application teams within the Clinical Trials Suite for four releases within the contract period and specifically the expertise needed for resolution of issues related to caGrid and WebSSO as well as security.

2.
Additionally, the Ekagra team took the lead in putting together an overall 
integration architecture for supporting TRANSCEND-2 requirements 
using caBIG tools and applications.

The team worked with several teams (C3PR, caAERS, LabViewer, 
caIntegrator) to get input and feedback on the integration architecture.  


The team participated in several reviews with the stakeholders to refine 
the architecture.



	Task 9 – Provide Architectural Support to enterprise services
	1. The team developed the ECCF templates for service specifications (Conceptual, Logical and Implementable) and received approval for these from the CATs.  Subsequent versions of these templates were created based on lessons learned and feedback, published and communicated.
2. The ESSRT also created a standard checklist for compliance reviews that aligns with the ECCF templates.

3.  The team defined the following processes, standards and templates 
· Enterprise Project Initiation Process Flow
· Compliance Review Process

· Dispensation Process

· Conformance Review Process

· Deployment Process

· Change Management Process

· SAIF Roles and Responsibilities for CBIIT

· CBIIT Enterprise Governance Structure

· Service and Capability Naming Standards

· Service Specification Standards

· Service Response Message Standard (needs to be replaced based on CAT feedback)
· caGrid Data Services Recommendation

· Service Specification Guidance (Interoperability roadmap)

· Conceptual Service Specification Template

· Logical Service Specification Template

· Implementable Service Specification template

· Service Integration Guide template

· Service Information Specification template

· Service Description Specification template

4. After several iterations, the team finalized the service taxonomy based on Thomas Erl SOA methodology. We now have a solid Enterprise Service inventory blueprint.  This blueprint still needs to be communicated with the wider NCI community to seek input.

5. NCI’s Enterprise Services (NES) Wiki is operational.  It provides a view of the NES Inventory Blueprint organized by service type as well as domain and is up-to-date with the latest available information about the service specifications, review and approval status.  The wiki also provides information a typical service development team would be looking for, such as processes, standards and artifact templates. 
6. The ESSRT completed several iterations of specification reviews for several services and communicated feedback with the service development teams.
7. ESSRT actively participated in governance meetings such as Domain and Enterprise Composite Architecture team meetings.

8. ESSRT has completed a Service Oriented Analysis and Modeling review based on Erl methodology for Adverse Event and Safety reporting services.  This needs to be conducted on the entire service inventory to ensure a normalized enterprise service model.

9. ESSRT also completed development of ECCF artifact review workflow in a local JIRA instance.  This will tremendously help with service compliance review metrics as well as in streamlining the review process.  This JIRA workflow now needs to be migrated to NCI environment for testing and release.

10.  ESSRT has started the assessment of open-source service registry products.  The two products that have been researched so far are WSO2 Governance Registry and Mule Galaxy.  This effort needs to be completed so that a service registry can be established for enterprise and non-enterprise services.
11.  ESSRT started working with the Enterprise Security Program (ESP) to seek  input regarding what content needs to be added to the ECCF templates in order to fully address FISMA and HIPPA related requirements.  This work is currently awaiting input from the ESP and can be picked back up at that point.
12. ESSRT has also started with HL7 to collaborate on harmonization of ECCF templates and subsequently for SAIF Implementation Guide.

13. ESSRT actively participated in the authoring of SAIF Governance Framework implementation guide.


	Task 10 – CRF Service Specification Development
	1. Ekagra team interviewed several stakeholders at NCI as well as at external standard organization like CDISC to formulate a vision and scope for implementation of Clinical Document Architecture based Case Report Forms at NCI.
2. The team then created use cases, conceptual and logical service specifications for template management and CRF data management services and proposed an overall technical integration architecture for using these services in a Clinical Trials environment.
3. Additionally, the team came up with an architecture and design for a prototype demonstrating the use of CDA for CRF management. The team later developed the prototype and demonstrated it at various forums.

	ECCF IG and overall SAIF IG
	1.  The Ekagra team created content for the initial version of the ECCF 
implementation guide, including the example projects.  The team also 
created and delivered content for the ECCF training to selected 
individuals in 2010.  

2.  The team also contributed in the later versions of ECCF IG and the overall SAIF IG –

a.  authored several sections of the Governance Framework

b.  reviewed and provided feedback on all sections of the SAIF IG

c.  addressed community reviewer comments on the Governance Framework 

	NCI CBIIT – CPIC Support
	The ESSRT extensively supported the CPIC (Capital Planning and Investmnet Control) activities at NCI-CBIIT by:

1.  Creating an elaborate Service Scoring and Prioritization Framework

2.  Creating a Project Selection Framework to facilitate service-based and 
non-service development project selection for funding

3.  Creating extensive assessment of service-level and project-level 
dependencies

4.  Supporting NCI Project Officer with several follow-up actions from C-
team meetings


Table 2.2: Technical Progress/Accomplishments for C3D Clinical Connector
	Activity
	Description

	Clinical Connector for C3D v2.2 
	Release 2.2 (September 2010) includes:

· Service methods separated to conform to standard Clinical Connector Architecture.
· Standard services enchance to used BRIDG 2.1 data model.

· Suite Level Security implemented

· Public/Private Study designation added for outbound data methods.

· Redaction of private datum implemented for outbound data methods.

· Implemented Grid Id to C3D User Id association collection for Private outbound data methods.

	Clinical Connector for C3D v2.3
	Release 2.3 (May 2011) includes

· Clinical Connector Administrator UI.

· BDA Database installation support

· Study Translation for non-standard study identifiers.

· New CRF based outbound data services

	C3D CDE Loader v2.0.3
	Development completed for v2.0.3, which is a group of various enhancement requests by stake holders and users. Includes:

· Option to allows mixed case DVGs to be identified and loaded to C3D GLIB.

· ALPHA DVG identification and loading to C3D GLIB based on caDSR data types.

· C3D Mailer alerts for processing exceptions.

· Simplified processing.

Validation script is currently being updated to reflect changes to the functionality of the utility

	Conversion from Gforge issue repository to JIRA for C3D Utilities.
	

	Creation of JIRA issue repository from Gforge Clinical Connector specific issues.
	

	C3D Tools Production Support
	Summary metrics



Describe each discrete activity on which work was performed during the month.  When the activity encompasses work on a discrete task (see below), explicitly identify the task and task number.
3. Issue Management

Table 3.1:  Business/Process/Technical Issues Encountered, Resolved and open

Please refer to the latest Issues and Risks Log for the contract.

4. Success stories

Table 4.1: Items that went well

	ID
	Items that Succeeded

	1
	Dynamic allocation of resources according to the workload

	2
	Use of ESSRT capacity during low level of specification reviews to develop and elaborate the governance infrastructure

	3
	Weekly ESSRT status meetings to review and discuss the status report as well as other deliverables was very valuable for the project team and helped us keep moving forward due to the instant feedback and direction in these meetings

	4
	NES Wiki

	5
	Turn-around of the service spec reviews to ensure consistency 

	6
	Add one for each product


5. Lessons learned/Future Improvements

Table 5.1: Lessons Learned/Suggestions for Future Enhancements/Improvements
	ID
	Lessons Learned/Enhancements/Improvements

	1
	While the overall approach for Open Source software development and maintenance is currently under re-consideration, there are some things that can be done at the overall Clinical Trials Suite level which will help increase adoption by rolling out a more feature-rich product in shorter time span:

a. Come up with a features roadmap with tentative timelines based on stakeholder input

b. Consolidate the number of teams (and possibly discrete applications) involved in Clinical Trials Suite    implementation; streamline release planning and release management activities by taking a more disciplined approach (e.g. having a detailed release schedule that is monitored on a weekly basis, capturing meeting minutes/action items/issues log etc.)

c. Implement a test-driven development approach for Suite applications

d. Consider cloud based deployment for the Clinical Trials Suite

	2
	Set up a swat team to work with different institutions and help them integrate with the common tools to promote interoperability

	3
	Complete the Service Oriented Analysis and Modeling review of the entire inventory, create service models strictly based on use cases such that they do not try to cover the entire functionality provided by current applications but rather focus on the specific interoperability needs.  These services can be later expanded as the new use cases come up.

	4
	Complete the assessment of Open Source products and implement ECCF and Service Registry

	5
	Implement a Wiki site for non-enterprise service specifications (SIS and SDS artifacts)

	6
	Migrate the JIRA workflow for ECCF artifact governance reviews to NCI development and production environments

	7
	Currently, project teams seem to treat the ECCF service specifications as a documentation exercise rather than an integrated part of the development lifecycle.  Assess the issues involved and address them such that the ECCF process is integrated within the current project lifecycle including planning and funding activities.


State here possible future implementation strategy, if different from the one used in the project

Enhancements – Software changes or additions; Improvements – Process/Communication/Structure changes. 
6. Deliverables

Table 6.1: Status of Deliverables
	Deliverable/Milestone
	Delivery Date
	Status

	Task 1.1 – Project Management Plan and Communication Plan
a. Program Charter
b. Project Management Plan
c. iHub 2.0 – Project Schedule
d. iHub 2.1 – Project Schedule
e. iHub 2.2 – Project Schedule
f. iHub 2.3 – Project Schedule
	Initial draft with Offer Final 20 days following Project Kickoff
	Complete

	Task 1.2 – Monthly Status and Financial Reports

	10th of each month (Separated submissions)
	Complete
(Submitted through SAIC-F)

	Task 1.3 – Project Summary Report
a. Project Summary Report
	At the completion of the project
	Complete

	Task 2.0 – System Requirements, Architecture and Design Deliverables
a. iHub Use Cases
b. iHub Requirements
c. iHub Service Mix Architecture and Design
d. iHub MirthConnect Architecture and Design

	As described in PMP and Project Schedule
	Complete
iHub – ServiceMix Architecture and Design is complete; MirthConnect needs a few updates for non-grid Interface.

	Task 3.0 – caXchange Development
a. iHub – ServiceMix – Source Code
b. iHub – MirthConnect – Source Code
c. Suite Installer – Source code
	As described in PMP and Project Schedule
	Complete
MirthConnect development complete with the following exception:

1.  Deployment Resequencing to deploy MirthConnect first does not work.  Without resequencing some channels need to be loaded manually.

	Task 4.0 – caXchange Application and System Test
a. iHub – Test Plan and Smoke Tests
b. iHub MirthConnect – System Tests 
	As described in PMP and Project Schedule
	Complete
MirthConnect Dev. Testing is complete with following exceptions:

a.  MySQL Support

b.  C3D Lab Load

	Task 5.0 – caBIG Compliance
a. iHub 2.0 - SLC Compliance package
	As described in PMP and Project Schedule
	Complete

	Task 6.0 – caXchange System Deployment
a. Downloadable installation package (latest release 2.3)
b. iHub – Installation Guide ( Release 2.3)
c. Suite – Installation Guide (Release 2.3)
d. OpenClinica Clinical Connector Installation Guide

	As described in PMP and Project Schedule
	Complete

	Task 7.0 – Software Product Documentation
a. iHub – Administration Guide
b. iHub – API Guide
	As described in PMP and Project Schedule
	Complete

	Task 8.0 – Architecture Support for Clinical Trials Suite
a. Suite Architecture Document
b. Security Architecture
c. TRANSCEND Integration Architecture


	As described in PMP and Project Schedule
	Complete

	Task 9.0 – Architectural Support for Enterprise Services Team
a. Templates (Scope, CSS, LSS, ISS, SIG, Enterprise Change Request, SIS, SDS)
b. Process documents and flows
c. Standards
d. Guidance documents

	As described in PMP and Project Schedule
	Complete

	Task 10.0 – Case Report Form Service Specification
a. Scope and Vision for CDA-based CRF Management
b. Use Cases
c. CRF Template Management Service Specifications
d. CRF Data Management Service Specifications
e. Prototype Application (CDA-based CRF Management)

i) Architecture and Design
ii) Source Code
iii) User Guide
	As described in PMP and Project Schedule
	Complete

	ECCF Implementation Guide (pdf) – Aug 2010
SAIF IG  Wiki
	
	

	caBIG® Integration Hub Release 2.0 Documentation
	December 2009
	Complete

	caBIG® Integration Hub Release 2.1 Documentation
	March 2010
	Complete

	caBIG® Integration Hub Release 2.2 Documentation
	September 2010
	Complete

	caBIG® Integration Hub Release 2.3 Documentation
	May 2011
	Complete


Table 6.2: Status of Deliverables for Clinical Connector (C3D)
	Deliverable/Milestone
	Delivery Date
	Status

	Clinical Connector v2.3 Architecture Guide
	May 2011
	Complete

	Clinical Connector v2.3 Installation Guide
	May 2011
	Complete

	Clinical Connector v2.3 Administrator Guide
	May 2011
	Complete

	Clinical Connector v2.3 Requirements
	May 2011
	Complete

	Clinical Connector v2.3 Release Notes
	May 2011
	Complete

	Clinical Connector v2.3 Use Cases
	May 2011
	Complete

	Clinical Connector v2.3 Source Code
	May 2011
	Complete

	Clinical Connector v2.2 Architecture Guide
	September 2010
	Complete

	Clinical Connector v2.2 Admin Guide
	September 2010
	Complete

	Clinical Connector v2.2 Installation Guide
	September 2010
	Complete

	Clinical Connector v2.2 Requirements
	September 2010
	Complete

	Clinical Connector v2.2 Release Notes
	September 2010
	Complete

	Clinical Connector v2.2 Use Cases
	September 2010
	Complete

	Clinical Connector v2.2 Source Code
	September 2010
	Complete


Final status of each deliverable identified in the contract
SAIC-Frederick

Version 0
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