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1. Introduction
1.1. Executive Summary
TRANSCEND involves the creation of an informatics platform that provides clinical trial patient management, clinical data capture, bio-specimen management, tracking, storage of multiple and varied data including raw array and test result, and the provisioning of a data analysis portal for investigators to analyze trial results early and on an ongoing basis across multiple sites. Central to the vision is the ability to efficiently enter data in an interoperable, coded format that can be re-used by other components of the trial. This includes the ability to use data entered by clinicians at the point of care. Another key component of the system is to enable the use and testing of biomarkers to tailor care and advance personalized medicine. The system will be developed in concert with I-SPY 2, an innovative breast cancer clinical trial being managed by UCSF and run at 20 centers across the U.S. and potentially expanded internationally. The system will use open source components, prevailing health data standards, and caBIGTM standards, thus enabling wide scale adoption of this infrastructure for future cancer trials.
TRANSCEND achieves this goal by leveraging several open source products which are used together to collectively cater to the requirements of i-SPY2 trial. Each of these applications caters to a specific area of the I-SPY 2 trial mentioned above. However, there are scenarios where the data entered or captured by one application needs to be made available to another application. This is done primarily to avoid duplicate data entry as well as to eliminate any errors in data replication. As part of the first phase of TRANSCEND Integration Architecture such integration was achieved to allow flow of Participant as well as Specimen data between Tolven (the then used open-source CDMS) and caTissue application. As part of 2TRANSCEND, there are multiple changes to the overall architecture. One major change is replacement of Tolven with a new cloud (force.com) based CDMS called THE Force. Also, along with existing integration with caTissue, the new CDMS will support additional integration scenarios with caAERS, caIntegrator and caArray applications. 

This document provides details of these and other components as well as integration scenarios which have been identified as part of 2TRANSCEND Integration Architecture will be deployed.
1.2. Deployment Objectives and Considerations

The following are the goals and objectives of the overall 2TRANSCEND Deployment Architecture

1. Provide a stable and robust architecture for all 2TRANSCEND components
2. Should support maintenance of individual components without interfering with the operation of other applications
3. Should be scalable to cater to future needs of the iSPY-2 trial and as well as any other trial where 2TRANSCEND Architecture is deployed
4. Should maximize usage of hardware resources so as to minimize the procurement cost as well as reduce the overall operations cost.
1.3. Architecture Approach

Considering the TRANSCEND Integration Architecture and various components involved, the 2TRANSCEND Deployment Architecture has adopted the following approach:
1. Stay as close as possible to the existing software and hardware requirements of 2TRANSCEND applications.
2. Align with the existing 2TRANSCEND Deployment Architecture and reuse the existing components / nodes as much as possible
3. Group applications / components for deployment together based on similarity of their technical environment as well as their usage within the iSPY-2 Trial.

4. Attention is paid primarily on ease of ongoing maintenance and support
1.4. Document Scope
The Scope of this document is limited to the Deployment Scenarios which are identified as part of 2TRANSCEND Deployment Architecture described below. This document provides the high level deployment architecture which describes how various components that are part of 2TRANSCEND Integration Architecture can be deployed together. This document doesn’t provide any detailed installation steps for such components/ applications. These instructions are provided by individual project teams which are responsible for those components/ applications. 
Imaging deployment architecture is not part of this document as it is handled and managed by a separate team. There are various external components / applications which are used within 2TRANSCEND Architecture to support the iSPY-2 trial such as PRO-CTCAE, ACRIN Tools etc. Deployment of such applications is also not within the scope of this deployment architecture document
2. 2TRANSCEND Overall Integration Architecture
2.1. 2TRANSCEND Integration Architecture

As show in the section above, the 2TRANSCEND Architecture comprises of several 2TRANSCEND is an integrated environment which comprises of multiple applications connected to each other via a central hub. Further details about integration architecture can be found at : https://ncisvn.nci.nih.gov/WebSVN/filedetails.php?repname=essrt&path=%2Ftrunk%2FProjects%2FTRANSCEND%2F2TRANSCEND_Integration_Architecture.doc 
The following diagram provides the high level view of the overall 2TRANSCEND Architecture.
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2.2. Components of Overall 2TRANSCEND Integration Architecture

As show in the section above, the 2TRANSCEND Architecture comprises of several components/applications which are interconnected to perform various business use cases. Out of these the following applications are developed / enhanced by enhanced as part of the overall 2TRANSCEND project

1. caAERS: Clinical Adverse Events Reporting System

2. caTissue: Tissue/Specimen Management System

3. caArray: Array/Assay Management System

4. caIntegrator: Clinical Research and Analysis Tool

Apart from these applications there are several middleware infrastructure components which are deployed to interconnect these applications

1. iHub – Integration Hub

2. caCIS – Clinical Information Suite

3. CAS – Central Authentication Service (to Provide Single Sign On)

4. IdP – Identity Provider (to extended Single Sign On to Cloud-based THE Force application)

The following sections provide details about how these sub components will be deployed in 2TRANSCEND environment.
NOTE: There are additional components/applications which are shown in the Integration Architecture. Some of these are already deployed and operation for iSPY-2 while installation of other components (e.g. NBIA) is handled separately and is no covered in this document.

3. Overall 2TRANSCEND Deployment Architecture
3.1. Overall Deployment Architecture
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The deployment architecture above calls for seven nodes which combined will house all the applications, various software components and databases that are part of overall 2TRANSCEND Architecture. Following are the functional details for each of the nodes
	Node
	Node Type
	Applications/Components hosted

	A
	Application
	1. OpenDS v2.3

2. Central Authentication Service (CAS)

3. Randomizer

	B
	Infrastructure
	1. iHub

2. caCIS

	C
	Application
	1. caIntegrator

2. caArray

	D
	Application
	1. caAERS

2. caTissue

	Database
	Database
	1. PostgreSQL
2. MySQL

	Force.com Cloud
	Application
	1. THE Force (CDMS)

	UCSF Network
	Application
	1. CloverLeaf

2. EPIC (EMR)


NOTE: The applications hosted on Force.com (Cloud) and UCSF node are installed and maintained by UCSF’s team. They are shown just as inputs and outputs to rest of the 2TRANSCEND components. Hence these two nodes are not described in detail in this document

Detailed deployment architecture for the rest of the five nodes (A, B, C, D and Database) is provided in next section.
3.2. Overall Hardware Requirements

Following are the suggested system level requirements for these nodes. NOTE: These are only provided as guidance / suggestion. These need to be evaluated based on the actual load/usage as well as operational cost.
	Node
	Memory
	Storage
	Instance
	Operating System

	A
	2 GB
	100 GB
	1
	RHEL 5

	B
	8 GB
	1 TB
	1
	RHEL 5

	C
	4 GB
	100 GB
	1
	RHEL 5

	D
	4 GB
	100 GB
	1
	RHEL 5

	Database
	8 GB
	1 TB
	2
	RHEL 5


NOTE: There are two instances of database node recommended to operate in master slave configuration. This provides for hot backup in case of database failures. The data replication needs to be set up for both MySQL as well as PostgreSQL database to facilitate this.
4. Detailed 2TRANSCEND Deployment Architecture
4.1. Node A (OpenDS, CAS and Randomizer)
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The following applications are deployed on this host:
1. OpenDS Server v2.3 and OpenDS Control Panel v2.3
2. CAS v3.4
3. Randomizer (TBD)

The following sub sections provide the deployment details for each of the applications listed above.

4.1.1. OpenDS Server and Control Panel v2.3

The following section provides all the deployment level details for the OpenDS v2.3 application.

4.1.1.1. User Accounts

Following is/are the user accounts which will be used to install this application. These user accounts needs to have access to all the software components which are required for successful running of this application

	User
	Comments

	opendsadmin
	An admin level user which has all the access and privileges needed to install OpenDS application needs to be provisioned. This admin user will be used for ongoing maintenance as well as upgrades for CAS


4.1.1.2. Containers Used

Following are the major containers which are used to host the applications
	Software
	Comments

	OpenDS v2.3
	Contains both the Server and the Control Panel which is used to administer the Server


4.1.1.3. Port Configurations

Following are the ports which are used by the application. These port needs to be accessible externally for others to be able to use the application. The local firewall on the node needs to allow communication on the following ports
	Port
	Container
	Comments

	4444
	OpenDS
	Administrative Port

	689
	OpenDS
	LDAP Port (default)


4.1.1.4. Database Requirement

Following are the details of the database schema which is used by this application. NOTE: All the databases will be created on a separate database node. This section just lists down the database schema and the user accounts details
	Schema Name
	User Name
	Database
	Comments

	
	
	
	


4.1.1.5. Installation Pre-requisite

Following are the software / components which need to be made available before the actual installation of the application can begin.
	Software / Component
	Component Type
	Comments

	JDK v1.6.0_30
	Software
	


4.1.1.6. Deployment Instructions

Deployment Guide:  http://java.net/projects/opends/pages/2_4_InstallationGuide 
4.1.2. CAS v3.4

The following section provides all the deployment level details for the CAS application.

4.1.2.1. User Accounts

Following is/are the user accounts which will be used to install this application. These user accounts needs to have access to all the software components which are required for successful running of this application

	User
	Comments

	casadmin
	An admin level user which has all the access and privileges needed to install CAS application needs to be provisioned. This admin user will be used for ongoing maintenance as well as upgrades for CAS


4.1.2.2. Containers Used

Following are the major containers which are used to host the applications
	Software
	Comments

	Tomcat v6.0.33
	


4.1.2.3. Port Configurations

Following are the ports which are used by the application. These port needs to be accessible externally for others to be able to use the application. The local firewall on the node needs to allow communication on the following ports
	Port
	Container
	Comments

	9443
	Tomcat v6.0.33
	


4.1.2.4. Database Requirement

Following are the details of the database schema which is used by this application. NOTE: All the databases will be created on a separate database node. This section just lists down the database schema and the user accounts details
	Schema Name
	User Name
	Database
	Comments

	
	
	
	


4.1.2.5. Installation Pre-requisite

Following are the software / components which need to be made available before the actual installation of the application can begin.
	Software / Component
	Component Type
	Comments

	Tomcat v6.0.33
	Web Container
	

	Maven v2.2.1
	Software
	


4.1.2.6. Deployment Instructions

Deployment Guide:  https://wiki.jasig.org/display/CASUM/Building+and+Deploying 
4.2. Node B (iHub and caCIS)
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The following applications are deployed on this host:

1. caCIS v1.0 (along with caCIS - OpenXDS)
2. iHub v2.5
The following sub sections provide the deployment details for each of the applications listed above.

4.2.1. caCIS v1.0
The following section provides all the deployment level details for the caCIS application.

4.2.1.1. User Accounts

Following is/are the user accounts which will be used to install this application. These user accounts needs to have access to all the software components which are required for successful running of this application

	User
	Comments

	cacisadmin
	An admin level user which has all the access and privileges needed to install caCIS application needs to be provisioned. This admin user will be used for ongoing maintenance as well as upgrades for caCIS


4.2.1.2. Containers Used

Following are the major containers which are used to host the applications
	Software
	Comments

	MirthConnect v 2.1.1.5490 
	This container will be used to house the caCIS Solution. NOTE: A single instance of Mirth Connect container is used to house both caCIS and iHub solution

	Apache Tomcat v6.0.33
	This container will be used to house the OpenXDS component of caCIS solution

	Apache HTTP Server v2.2.21
	This container will be used to create secured proxy connection for Inbound caCIS Service. NOTE: A single instance of Apache HTTP Server will be used to house such connections for both caCIS and iHub solution


4.2.1.3. Port Configurations

Following are the ports which are used by the application. These port needs to be accessible externally for others to be able to use the application. The local firewall on the node needs to allow communication on the following ports
	Port
	Container
	Comments

	18093
	Apache HTTP Server v2.2.21
	This is a secured proxy port which fronts the caCIS Inbound web service (AcceptSource) running on mirth connect server on port 18091

	48443
	Tomcat v6.0.33
	This is the secured web service interface exposed by caCIS XDS component allowing clients to connect and retrieve document stored in the XDS repository


4.2.1.4. Database Requirement

Following are the details of the database schema which is used by this application. NOTE: All the databases will be created on a separate database node. This section just lists down the database schema and the user accounts details
	Schema Name
	User Name
	Database
	Comments

	openxdsdb
	openxdsdbadmin
	PostgreSQL v9.1
	This database needs to be created using the DDL script provided within the OpenXDS package as described in the installation document

	mirthdb
	mirthdbadmin
	PostgreSQL v9.1
	An empty database needs to be created for use by Mirth Connect Software. NOTE: A single instance of Mirth Connect container is used to house both caCIS and iHub solution. As a result this database needs to be created only once

	cacisxdsauthzdb
	cacisxdsauthdbadmin
	PostgreSQL v9.1
	An empty database needs to be created


4.2.1.5. Installation Pre-requisite

Following are the software / components which need to be made available before the actual installation of the application can begin.
	Software / Component
	Component Type
	Comments

	JDK v1.6.0_30
	Software
	Standard JDK

	Maven v2.2.1
	Software
	

	Mirth Connect v2.1.1.5490
	ESB Container
	

	Subversion v1.6.11
	Software
	

	Tomcat v 6.0.33
	Web Container
	

	Apache HTTP Server v2.2.21
	HTTP Container
	


4.2.1.6. Deployment Instructions

Deployment Guide:  https://wiki.nci.nih.gov/display/caEHR/caCIS+Deployment+Guide 
4.2.2. iHub  v2.5

The following section provides all the deployment level details for the iHub application.

4.2.2.1. User Accounts

Following is/are the user accounts which will be used to install this application. These user accounts needs to have access to all the software components which are required for successful running of this application

	User
	Comments

	ihubadmin
	An admin level user which has all the access and privileges needed to install iHub application needs to be provisioned. This admin user will be used for ongoing maintenance as well as upgrades for iHub


4.2.2.2. Containers Used

Following are the major containers which are used to host the applications
	Software
	Comments

	MirthConnect v2.1.1.5490 
	This container will be used to house the iHub Solution. NOTE: A single instance of Mirth Connect container is used to house both caCIS and iHub solution

	Apache HTTP Server v2.2.21
	This container will be used to create secured proxy connection for Inbound caCIS Service. NOTE: A single instance of Apache HTTP Server will be used to house such connections for both caCIS and iHub solution


4.2.2.3. Port Configurations

Following are the ports which are used by the application. These port needs to be accessible externally for others to be able to use the application. The local firewall on the node needs to allow communication on the following ports
	Port
	Container
	Comments

	19093
	Apache HTTP Server v2.2.21
	This is a secured proxy port which fronts the iHub Inbound web service (ProcessRequestSynchronously) running on mirth connect server on port 19091


4.2.2.4. Database Requirement

Following are the details of the database schema which is used by this application. NOTE: All the databases will be created on a separate database node. This section just lists down the database schema and the user accounts details
	Schema Name
	User Name
	Database
	Comments

	ihubdb
	ihubdbadmin
	MySQL v5.1.48
	An empty database needs to be created


4.2.2.5. Installation Pre-requisite

Following are the software / components which need to be made available before the actual installation of the application can begin.
	Software / Component
	Component Type
	Comments

	JDK v1.6.0_30
	Software
	Standard JDK

	Ant v1.8.2
	Software
	

	MirthConnect v 2.1.1.5490
	ESB Container
	

	Apache HTTP Server v2.2.21
	HTTP Container
	


4.2.2.6. Deployment Instructions

Deployment Guide:  <TBD> 
4.3. Node C (caIntegrator and caArray)
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The following applications are deployed on this host:

1. caIntegrator v1.4 (along with CSM – UPT v4.2.3)

2. caArray v2.5 (along with CSM – UPT v4.2.3)
The following sub sections provide the deployment details for each of the applications listed above.

4.3.1. caIntegrator v1.4
The following section provides all the deployment level details for the caIntegrator application.

4.3.1.1. User Accounts

Following is/are the user accounts which will be used to install this application. These user accounts needs to have access to all the software components which are required for successful running of this application

	User
	Comments

	caintegratoradmin
	An admin level user which has all the access and privileges needed to install caintegrator application needs to be provisioned. This admin user will be used for ongoing maintenance as well as upgrades for caIntegrator


4.3.1.2. Containers Used

Following are the major containers which are used to host the applications
	Software
	Comments

	JBoss v5.1.0 GA
	This container will be used to house the caIntegrator as well as CSM-UPT application


4.3.1.3. Port Configurations

Following are the ports which are used by the application. These port needs to be accessible externally for others to be able to use the application. The local firewall on the node needs to allow communication on the following ports
	Port
	Container
	Comments

	29080
	JBoss v5.1.0 GA
	This is the port on which the caIntegrator as well as CSM UPT Web Application run


4.3.1.4. Database Requirement

Following are the details of the database schema which is used by this application. NOTE: All the databases will be created on a separate database node. This section just lists down the database schema and the user accounts details
	Schema Name
	User Name
	Database
	Comments

	caintegratordb
	caintegratordbadmin
	MySQL v5.1.48
	An empty database needs to be created. NOTE: the CSM tables are created within the same schema


4.3.1.5. Installation Pre-requisite

Following are the software / components which need to be made available before the actual installation of the application can begin.
	Software / Component
	Component Type
	Comments

	JDK v1.6.0_30
	Software
	Standard JDK

	Ant v1.8.2
	Software
	


4.3.1.6. Deployment Instructions

Deployment Guide:  <TBD>
4.3.2.  caArray v2.5

The following section provides all the deployment level details for the caArray application.

4.3.2.1. User Accounts

Following is/are the user accounts which will be used to install this application. These user accounts needs to have access to all the software components which are required for successful running of this application

	User
	Comments

	caarrayadmin
	An admin level user which has all the access and privileges needed to install caArray application needs to be provisioned. This admin user will be used for ongoing maintenance as well as upgrades for caArray


4.3.2.2. Containers Used

Following are the major containers which are used to host the applications
	Software
	Comments

	JBoss v5.1.0 GA
	This container will be used to house the caArray as well as CSM-UPT application


4.3.2.3. Port Configurations

Following are the ports which are used by the application. These port needs to be accessible externally for others to be able to use the application. The local firewall on the node needs to allow communication on the following ports
	Port
	Container
	Comments

	38080
	JBoss v5.1.0 GA
	This is the port on which the caArray as well as CSM-UPT Web Application run

	31099
	JBoss v5.1.0 GA
	JNDI Port which is used by the EJB services

	
	JBoss v5.1.0 GA
	EJB3 Interface


4.3.2.4. Database Requirement

Following are the details of the database schema which is used by this application. NOTE: All the databases will be created on a separate database node. This section just lists down the database schema and the user accounts details
	Schema Name
	User Name
	Database
	Comments

	caarraydb
	caarraydbadmin
	MySQL v5.1.48
	An empty database needs to be created. NOTE: the CSM tables are created within the same schema


4.3.2.5. Installation Pre-requisite

Following are the software / components which need to be made available before the actual installation of the application can begin.
	Software / Component
	Component Type
	Comments

	JDK v1.6.0_30
	Software
	Standard JDK

	Ant v1.8.2
	Software
	


4.3.2.6. Deployment Instructions

Deployment Guide:  <TBD>

4.4. Node D (caAERS and caTissue)
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The following applications are deployed on this host:

1. caAERS v2.6

2. caTissue v2.0

The following sub sections provide the deployment details for each of the applications listed above.

4.4.1. caAERS v2.6
The following section provides all the deployment level details for the caIntegrator application.

4.4.1.1. User Accounts

Following is/are the user accounts which will be used to install this application. These user accounts needs to have access to all the software components which are required for successful running of this application

	User
	Comments

	caaersadmin
	An admin level user which has all the access and privileges needed to install caaers application needs to be provisioned. This admin user will be used for ongoing maintenance as well as upgrades for caaers


4.4.1.2. Containers Used

Following are the major containers which are used to host the applications
	Software
	Comments

	Tomcat v6.0.33
	This container will be used to house the caAERS Web application as well as Web Service


4.4.1.3. Port Configurations

Following are the ports which are used by the application. These port needs to be accessible externally for others to be able to use the application. The local firewall on the node needs to allow communication on the following ports
	Port
	Container
	Comments

	98443
	Tomcat v6.0.33
	This is the port on which the caAERS Web Application as well as the Web Service run


4.4.1.4. Database Requirement

Following are the details of the database schema which is used by this application. NOTE: All the databases will be created on a separate database node. This section just lists down the database schema and the user accounts details
	Schema Name
	User Name
	Database
	Comments

	caaersdb
	caaersdbadmin
	Postgres v9.1
	An empty database needs to be created


4.4.1.5. Installation Pre-requisite

Following are the software / components which need to be made available before the actual installation of the application can begin.
	Software / Component
	Component Type
	Comments

	JDK v1.6.0_30
	Software
	Standard JDK

	Apache Tomcat v6.0.33
	Web Container
	


4.4.1.6. Deployment Instructions

Deployment Guide:  <TBD>

4.4.2.  caTissue v2.0
The following section provides all the deployment level details for the caArray application.

4.4.2.1. User Accounts

Following is/are the user accounts which will be used to install this application. These user accounts needs to have access to all the software components which are required for successful running of this application

	User
	Comments

	catissueadmin
	An admin level user which has all the access and privileges needed to install caTissue application needs to be provisioned. This admin user will be used for ongoing maintenance as well as upgrades for caTissue


4.4.2.2. Containers Used

Following are the major containers which are used to host the applications
	Software
	Comments

	JBoss v5.1.0 GA
	This container will be used to house the caTissue as well as its Java APIs


4.4.2.3. Port Configurations

Following are the ports which are used by the application. These port needs to be accessible externally for others to be able to use the application. The local firewall on the node needs to allow communication on the following ports
	Port
	Container
	Comments

	78080
	JBoss v5.1.0 GA
	This is the port on which the caTissue Web Application as well as the Java APIs run


4.4.2.4. Database Requirement

Following are the details of the database schema which is used by this application. NOTE: All the databases will be created on a separate database node. This section just lists down the database schema and the user accounts details
	Schema Name
	User Name
	Database
	Comments

	catissuedb
	catissuedbadmin
	MySQL v5.1.48
	The database is automatically created by the build script


4.4.2.5. Installation Pre-requisite

Following are the software / components which need to be made available before the actual installation of the application can begin.
	Software / Component
	Component Type
	Comments

	JDK v1.6.0_30
	Software
	Standard JDK

	Ant v1.8.2
	Software
	


4.4.2.6. Deployment Instructions

Deployment Guide:  https://wiki.nci.nih.gov/display/caTissuedoc/caTissue+Suite+2.0+Deployment+Guide
4.5. Database Node (MySQL and PostgreSQL)
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The following databases are deployed on this host:

1. MySQL v5.1.48

2. PostgreSQL v9.1

The following sub sections provide the deployment details for each of the applications listed above.

4.5.1. MySQL v5.1.48

The following section provides all the deployment level details for MySQL database.

4.5.1.1. User Accounts

Following is the user account which will be used to administer this database. 

	User
	Comments

	mysqladmin
	An dba level user which has rights to create other schemas as well as users


4.5.1.2. Port Configurations

Following is the port on which this database provides its service
	Port
	Container
	Comments

	3306
	MySQL v5.1.48
	Standard MySQL Database port


4.5.1.3. Schema Details
Following are the details of the database schema which is used by this application. NOTE: All the databases will be created on a separate database node. This section just lists down the database schema and the user accounts details

	Schema Name
	User Name
	Comments

	catissuedb
	catissuedbadmin
	The database is automatically created by the build script

	caarraydb
	caarraydbadmin
	An empty database needs to be created. NOTE: the CSM tables are created within the same schema

	caintegratordb
	caintegratordbadmin
	An empty database needs to be created. NOTE: the CSM tables are created within the same schema

	ihubdb
	ihubdbadmin
	An empty database needs to be created


4.5.1.4. Installation Pre-requisite

Following are the software which needs to be made available before the actual schemas can be created.
	Software / Component
	Component Type
	Comments

	MySQL v5.1.48
	Database
	


4.5.1.5. Deployment Instructions

Deployment Guide:  <TBD>

4.5.2.  PostgreSQL v9.1

The following section provides all the deployment level details for PostgreSQL database.

4.5.2.1. User Accounts

Following is the user account which will be used to administer this database. 

	User
	Comments

	postgresadmin
	An dba level user which has rights to create other schemas as well as users


1.1.1.1 Port Configurations

Following is the port on which this database provides its service
	Port
	Container
	Comments

	5432
	PostgreSQL v9.1
	Standard PostgreSQL Database port


4.5.2.2. Schema Details

Following are the details of the database schema which is used by this application. NOTE: All the databases will be created on a separate database node. This section just lists down the database schema and the user accounts details

	Schema Name
	User Name
	Comments

	openxdsdb
	openxdsdbadmin
	This database needs to be created using the DDL script provided within the OpenXDS package as described in the installation document

	mirthdb
	mirthdbadmin
	An empty database needs to be created for use by Mirth Connect Software. NOTE: A single instance of Mirth Connect container is used to house both caCIS and iHub solution. As a result this database needs to be created only once

	cacisxdsauthzdb
	cacisxdsauthdbadmin
	An empty database needs to be created

	caaersdb
	caaersdbadmin
	An empty database needs to be created


4.5.2.3. Installation Pre-requisite

Following are the software which needs to be made available before the actual schemas can be created.
	Software / Component
	Component Type
	Comments

	PostgreSQL v9.1
	Database
	


4.5.2.4. Deployment Instructions

Deployment Guide:  <TBD>

