Build instructions

	Project name
	  caB2B

	Project version
	  3.1.1

	Build configuration (stage, prod, nightly, dependency, etc.)
	  Stage

	Technology stack
	  JDK 1.6, Ant 1.7.0, JBoss 4.0.5

	Build script
	  cab2b/software/build/build.xml

	Build target
	  deploy:remote:upgrade

	SVN repository root
	  https://ncisvn.nci.nih.gov/svn

	SVN module
	  cab2b

	SVN tag
	  tags_caB2B/caB2B_3.1.1_GA


Build properties

	Property
	Value

	properties.file
	/usr/local/AnthillPro/work/subversiondriver/common-retrieve-properties.trunk.retrieve-properties/trunk/projects/cab2b/properties/stage-upgrade.properties


Environment variables

	Variable
	Value

	
	


Deployment unit

	File
	Location

	cab2bServer.ear
	JBoss deploy directory

	cab2b-ds.xml
	JBoss deploy directory


Dependent Project(s)

	Project
	Description of dependency

	common-retrieve-properties.trunk.retrieve-properties
	Pulls stage-upgrade.properties file from scm-private SVN repository


Additional BUILD Instructions

These instructions describe an AnthillPro deployment.  It is assumed that a stage build track will have been created and the correct database username/password, ssh key, and JBoss server host/name information has been placed in a stage-upgrade.properties file in the scm-private/projects/cab2b/properties SVN area.  IMPORTANT: The jboss.server.port should be set to the externally used port in stage-upgrade.properties.  This is usually port 80. See the QA build track for an example.

Also, the JBoss memory settings must be updated manually in the run.conf file for this release.  Please ensure that run.conf uses the following JAVA_OPTS:

-server -Xms1024m -Xmx2048m -XX:ThreadStackSize=512 -XX:SurvivorRatio=10 -XX:PermSize=512m -XX:MaxPermSize=512m -Dsun.rmi.dgc.client.gcInterval=900000 -Dsun.rmi.dgc.server.gcInterval=900000 -Djava.awt.headless=true

NOTE FOR FIRST TIME 3.1.1 RELEASE WITH ANTHILLPRO: The Anthill Pro build tracks have changed for 3.1.1.  Specifically, a new property has been added to the Command Line for ant builder.  A “-Dserver-host=cab2b-qa.nci.nih.gov” must be added to override the server-host property when deploying remotely.  Please ensure this is set to the correct host name for the staging tier.  See the QA build track for an example. 

The application can also be built using the deploy:local:upgrade target directly on the server, however additional property set up would be needed in the cab2b/software/build/upgrade.properties file.

Please contact Chris Piepenbring at piepenbringc@mail.nih.gov or by phone at 703-835-3632 for questions or more details.
