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1. Introduction
1.1. Executive Summary
TRANSCEND involves the creation of an informatics platform that provides clinical trial patient management, clinical data capture, bio-specimen management, tracking, storage of multiple and varied data including raw array and test result, and the provisioning of a data analysis portal for investigators to analyze trial results early and on an ongoing basis across multiple sites. Central to the vision is the ability to efficiently enter data in an interoperable, coded format that can be re-used by other components of the trial. This includes the ability to use data entered by clinicians at the point of care. Another key component of the system is to enable the use and testing of biomarkers to tailor care and advance personalized medicine. The system will be developed in concert with I-SPY 2, an innovative breast cancer clinical trial being managed by UCSF and run at 20 centers across the U.S. and potentially expanded internationally. The system will use open source components, prevailing health data standards, and NCIPTM standards, thus enabling wide scale adoption of this infrastructure for future cancer trials.
TRANSCEND achieves this goal by leveraging several open source products which are used together to collectively cater to the requirements of i-SPY2 trial. Each of these applications caters to a specific area of the I-SPY 2 trial mentioned above. However, there are scenarios where the data entered or captured by one application needs to be made available to another application. This is done primarily to avoid duplicate data entry as well as to eliminate any errors in manual replication of the data. As part of the first phase of TRANSCEND Integration Architecture such integration was achieved to allow flow of Participant as well as Specimen data between Tolven (the then used open-source CDMS) and caTissue application. As part of 2TRANSCEND, there are multiple changes to the overall architecture. One major change is replacement of Tolven with a new cloud (force.com) based CDMS called THE Force. Also, along with existing integration with caTissue, the new CDMS will support additional integration scenarios with caAERS, caIntegrator and caArray applications. 
This document provides details of these and other integration scenarios which have been identified as part of 2TRANSCEND Integration Architecture.
1.2. Integration Objectives and Considerations

The following are the goals and objectives of the overall 2TRANSCEND Integration Architecture

1. Automate integration of trial participant information into adverse event reporting system and bio-specimen management system
2. Automate integration of serious and non-serious adverse events data with adverse event reporting system
3. Automate integration of the consent information with the bio-specimen management system
4. Ability to rapidly compare experimental results (assays) from multiple labs with the data stored in the Array management system for specimens currently being tracked in caTissue Suite

5. Enable single sign on between caIntegrator and caArray

6. Adopt and integrate additional imaging tools that annotate and track lesions identified by MRI and other imaging platforms (Future)

1.3. Architecture Approach

As part of phase one, TRANSCEND has already integrated with the specimen management system (caTissue) to transfer the participant and bio-specimen information. Also, there are manual workflows for handling and transfer of the adverse events data to the Adverse Events management system.  Considering the current state and 2TRANSCEND objectives, the 2TRANSCEND Architecture has adopted the following approach:
1. Maximize reuse of existing integration and mechanisms which are already in place as part of TRANSCEND. E.g. Integration with caTissue using the APIs
2. Reuse existing tools and software developed during TRANSCEND. E.g. Participant and Specimen mapping and transformations developed within iHub

3. Leverage available interface for integrating with a new applications/systems. E.g. Participant and Adverse Event Web Services in caAERS

4. Leverage out of box open source solutions where possible. E.g. use of CAS for Single Sign On solution.

1.4. Document Scope
The Scope of this document is limited to the Integration Scenarios which are identified as part of 2TRANSCEND Integration Architecture described below. This document provides the high level architecture which describes how these integrations should be built. This document doesn’t provide any detailed design for such integrations. Also apart from Integration requirements, there are application specific requirements which are also not covered/ addressed in this document. They are responsibilities of each individual application.  Imaging integration architecture is not part of this version of the document and will be added later once the stakeholder discussions around the objectives and solution alternatives take place.
2. 2TRANSCEND Overall Integration Architecture
2.1. 2TRANSCEND Integration Requirements

Following is a list of high level requirements which have been derived from 2TRANSCEND white paper published by UCSF. These requirements were the driving force behind the Overall 2TRANSCEND Integration Architecture. 
	2TRANSCEND Whitepaper Section No.
	Derived Requirement

	1A
	Integration of TRANSCEND with electronic health record systems (EHRs) systems using an HL-7 based messaging.  At a minimum, allow TRANSCEND (THE Force) to "push" a clinical note record to the local EHR for inclusion in the patient's institutional record. 

	1B
	Automated integration of trial participant information into local institutional Clinical Trial Management Systems (CTMS) and regulatory systems.  [Removed from scope] 

	1C
	Automated integration of TRANSCEND with Laboratory Information Systems (LISs) for laboratory data coming from each study site’s local clinic. [Removed from scope] 

	1D
	Integration between TRANSCEND and local bio-repositories for managing the processing and reporting of experimental assays using study bio-specimens. 

	2A
	Automated integration of trial data with an adverse event reporting system through an enhanced data exchange interface. 

	2B
	Web-based patient communication and care plan that integrate the trial schedule, including treatment and procedures, into a personal calendar.  

	2C
	Web interface for trial patients to report side effects they are experiencing while on treatment. 

	2D
	Adopt and integrate additional imaging tools that annotate and track lesions identified by MRI and other imaging platforms. 

	2E
	Improve automated trial administrative capabilities within TRANSCEND that include analytic tools. 

	3A
	Developing analytical functionality within an Adverse Event Report System 

	3B
	Improve trial data portal (i.e. caIntegrator) to enable specifying a user’s access to limited trial data. 

	3C
	Improve electronic bio-specimen repository system to allow for user expansion of additional types of bio-specimens collected and develop better analytical and quality management functions. 

	3D
	Enhance TRANSCEND functionality so current HL7 coded trial data can map to CDISC semantics.  (Not represented on architecture diagram)

	3E
	Enhance trial data portal to increase the traceability and reproducibility of statistical analysis that is done with trial data. 

	3F
	Enhance ability to capture structured clinical data through "XML EDC Forms“. (Not represented on architecture diagram) 

	3A
	Developing analytical functionality within an Adverse Event Report System 

	3B
	Improve trial data portal (i.e. caIntegrator) to enable specifying a user’s access to limited trial data. 

	3C
	Improve electronic bio-specimen repository system to allow for user expansion of additional types of bio-specimens collected and develop better analytical and quality management functions. 

	3D
	Enhance TRANSCEND functionality so current HL7 coded trial data can map to CDISC semantics.  (Not represented on architecture diagram)


NOTE: As each of these high level integration requirements were architected, further detailed requirements were identified. These requirements are noted at individual integration architecture level

2.2. 2TRANSCEND Integration Challenges

Based on the requirements and Architectural Approach selected, following are some of the high level challenges which need to be addressed as part of the 2TRANSCEND Integration Architecture:
1. Provide a Service Oriented Architecture that allows integration with different NCIP developed tools and services as well as third party tools and services

2. Interoperate between applications, services and tools that support:

a. Different Platforms

b. Different Protocols

c. Different Message Structures / Formats

d. Different Authentication Mechanisms

3. Provide a secure environment to transmit and store Patient Identifiable Information

4. Provide mechanism to allow integration of tools and services deployed at study sites with the central coordinating center

2.3. 2TRANSCEND Overall Integration Architecture Diagram

The following diagram provides the high level view of the overall 2TRANSCEND Architecture.
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The following sub section provides the details of the components which are part of the 2TRANSCEND Integration Architecture and also describes the interaction and integration among them.
2.4. Components of 2TRANSCEND Overall Integration Architecture
2TRANSCEND is an integrated environment which comprises multiple applications connected to each other via a central hub. Following are the components that are significant from the overall integration architecture perspective. 
NOTE: As the scope of this document is limited only to integration architecture, this section provides details about the components which are involved in the integration architecture only. 
2.4.1. Clinical Data Management System - THE Force
THE Force is a cloud-based clinical data management system designed and developed by the 2TRANSCEND team.  It is developed on the Force.com platform.  As a CDMS, THE Force provides data entry screens appropriate for the clinicians, in addition to the traditional case report forms for various types of data required within I-SPY2 trial. Cloud-based instance of THE Force is used for storage of clinical information by multiple institutions or organizations. This instance of THE Force acts as a system of record for much of the clinical data collected on I-SPY2 trial.  This clinical data is then shared with other components using the integration architecture. 
2.4.2. XML to CDA Convertor - THE Force
UCSF has separated out the task of generating CDA messages into a separate component. This component is developed as a XSLT transformer which will be deployed on Mirth Connect Platform. This convertor will receive raw XML messages from the Cloud-based CDMS THE Force and convert it to CDA for transferring them over to iHub and caCIS. The interface to this convertor is a SOAP-based Web Service which will be secured in a similar manner to iHub and caCIS interfaces (i.e. using Apache HTTP Web Server). For all practical purpose this component is considered part of the overall THE Force CDMS even though it is housed separately on Mirth Connect container. 
2.4.3. Specimen Management System - caTissue
caTissue Suite is NCIP's bio-repository tool for bio-specimen inventory management, tracking, and annotation. This tool permits users to enter and retrieve data concerning the collection, storage, quality assurance, and distribution of bio-specimens. TRANSCEND uses caTissue for the exact purpose stated above. 
2.4.4. Adverse Event Management System - caAERS
The Cancer Adverse Event Reporting System (caAERS) is an open source software tool that is used to collect, process, and report adverse events that occur during clinical trials. This tool supports regulatory and protocol compliance for adverse event reporting and allows local collection, management, and querying of adverse event data, whether routine or serious. TRANSCEND uses caAERS for immediate processing and reporting of the Serious Adverse Events. It also uses caAERS to store its non-serious adverse events. It then leverages the analysis and reporting capabilities of caAERS to generate various adverse events related reports.
2.4.5. Assay Management System - caArray
caArray is an open-source, web and programmatically accessible array data management system. caArray guides the annotation and exchange of array data through acquisition, dissemination and aggregation of semantically interoperable array data to support subsequent analysis by tools and services. Within TRANSCEND, caArray is used to store assay information for various experiments performed on tissue samples obtained from the participants. This Array data is made available to caIntegrator (described below) for the purpose of research and analysis.
2.4.6. Analysis and Research Portal - caIntegrator
caIntegrator is a web-based software package that allows researchers to set up custom, compatible web portals to conduct integrative research, without requiring programming experience. These portals bring together heterogeneous clinical, microarray and medical imaging data to enrich multidisciplinary research. Researchers can execute, save and share queries to identify and collect many types of data, combining clinical information with genetic and genomic data to enable multidimensional analysis. It also leverages external services such as GenePattern and BioConductor to perform analysis on the integrated study data, including clinical survival data. 2TRANSCEND plans to make all of the above capabilities available to their researchers; except for imaging capabilities which may be added in the future.
2.4.7. Integration Hub - iHub
NCIP Integration Hub (iHub) is a central Enterprise Service Bus which is used for the purpose of interconnecting two applications to enable information flow between them. It provides various connectors to be able to connect to various applications. It is capable of receiving data in various formats and structures and transforming it into the recipient’s format and structure and transmits it. TRANSCEND leverages iHub for the similar purpose. iHub acts as the central component which connects THE Force to the other applications within 2TRANSCEND Architecture.
2.4.8. Other Applications

Following is a list of applications which are part of the overall 2TRANSCEND Architecture. However most of these applications are already in place or will be installed in future and hence doesn’t need any further elaboration:
1. PROCTCAE Item Bank – This is a Salesforce-based solution which will be used by TRANSCEND for the purpose of capturing patient reported outcomes.
2. ACRIN Imaging Solution – TRANSCEND currently contracts ACRIN for storage and analysis of their imaging data. Images are shipped from Sites and UCSF to ACRIN using storage media which are then uploaded in ACRIN’s servers and are made available to TRANSCEND’s researchers and collaborators via ACRIN’s tools. 

3. NBIA/Clear Canvas/ AIMe/ CTP –These are imaging solution applications developed by NCI which are being considered for use within TRANSCEND. More details can be found at the following location: https://cabig.nci.nih.gov/community/workspaces/Imaging
4. caCIS Solution –NCIP Clinical Information Suite is developed by NCI as a primary tool to facilitate exchange of  clinical data between applications. TRANSCEND plans to use caCIS to transmit the trial summary notes from THE Force to the EMR systems at various sites.

2.5. 2TRANSCEND Overall Integration Scenarios

Following is a list of all integration scenarios which are addressed as part of the 2TRANSCEND integration architecture. These integration scenarios are described in detail in the following section.
1. Participant information – Transferred to Specimen Management so that the study subjects are made available synchronously and consistently across the trial. 
2. Specimen information – Transferred to Specimen Management system so that the movement of a specimen, its quality and quantity can be tracked thereafter in Specimen Management system. Participant information – Transferred to Adverse Event system to make the study subjects available synchronously and consistently across the trial

3. Consent information – Transferred to Specimen Management system allowing the lab technician to proceed with collection of the specimen from the patients

4. Assay data update information – Transferred to caIntegrator system allowing the researcher to analyze the assay data for the patients on the trial
5. Adverse Event information – Transferred to Adverse Event Management system for storage and tracking of all the adverse events and performing analysis on them. This used to be a manual process which will be automated as part of 2TRANSCEND
NOTE: Loading of Clinical Data into caIntegrator happens using an excel worksheet. THE Force will have the capability to export the clinical data to a CSV file thereby allowing the study managers to upload clinical data into caIntegrator.
3. 2TRANSCEND Detailed Integration Scenarios
3.1. THE Force to caTissue Integration Scenario

This integration scenario describes the transfer of following three types of information from THE Force to caTissue

1. Participant (Study Subject) - Currently in production with Tolven-caTissue integration but needs to be upgraded for 2TRANSCEND
2. Specimen - Currently in production with Tolven-caTissue integration but needs to be upgraded for 2TRANSCEND
3. Consent  - New
For Participant data, the transfer is triggered by submission of the Registration CRF in THE Force. I-SPY2 Subject Id is assigned to the patient and used to associate the Patient in THE Force with the Participant in caTissue.
Specimen data transfer is triggered by submission of the Blood/Core Specimen CRF in THE Force. I-SPY2 Specimen Id is assigned to each specimen and used to associate the specimen in THE Force with the specimen in caTissue.
3.1.1. Additional Integration Requirements

1. For Participant, a new “Institution (Study Site)” attribute is to be captured and stored within caTissue. Also Update and Delete (Disable) for participants should be supported by the integration.  When the participant status changes to “Off Study”, the status of the patient in caTissue needs to be updated to “Disabled” automatically.  This status will be transmitted as an attribute within the Participant information.
2. For Biospecimen, a new attribute “Guidance for Breast Core Biopsy” is to be transmitted to and stored within caTissue. 

3. A new Consent integration scenario needs to be developed. Consent transmission will be triggered when a consent is captured for tissue or blood specimen at each time-point in THE Force. THE Force shall transmit study time-point and a collection of questions and answers by specimen type (tissue/blood) in a CDA message. The integration also needs to support Consent withdrawal, which can be implemented using the same interface (only the answers will change for a withdrawn consent).
3.1.2. Integration Scenario Details

This section describes the details about the proposed integration scenario.
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This integration will leverage the capability of THE Force to generate CDA-based messages (using the XML to CDA Convertor) and invoke iHub service interface. iHub transforms the subject registration, specimen and consent CDA messages to caTissue information model and routes them to caTissue API. This integration is based on caTissue API instead of a standardized service contract based on a shared domain information model. As a result of this, it is not compliant with NCI’s SOA based Enterprise Service Architecture.
3.1.3. High Level Tasks

This section lists the high level tasks to implement this integration scenario:

1. iHub - Create new CDA to caTissue Participant Object transformation (use dynamic extension feature of caTissue, if the StudySite attribute is not part of caTissue information model)

2. iHub - Create new CDA to caTissue Specimen Object transformation (use dynamic extension feature of caTissue for the new "Guidance for Breast Core Biopsy" attribute)
3. iHub - Add Consent data transformation,  invocation of caTissue API to create/withdraw consent
4. iHub – Add invocation of caTissue API for Update Participant, add transformation based on the participant status to update or disable a patient in caTissue by invoking caTissue API

3.2. THE Force to caAERS Integration Scenario

This integration scenario describes the transfer of following two types of information from THE Force to caTissue

1. Participant (Study Subject) 

2. Adverse Event 
Note:  Additionally, caAERS may require the Treatment Arm information from the Randomization CRF.  The architecture document will be updated after the analysis is complete.
The Participant information exchange is triggered by submission of the Registration CRF in THE Force. I-SPY2 Subject Id is assigned to the patient and used to associate the Patient in THE Force with the Participant in caAERS. Updates and deletes (“disable”) to participant information need to be transferred as well.
The Adverse Event information exchange will include all AEs (Serious and Non-serious). It is triggered by DCC approval of Adverse Events in THE Force. caAERS will need to reconcile the adverse events which are already present in caAERS (as a result of user entry) with the adverse events that are transmitted from THE Force.
3.2.1. Additional Integration Requirements
Following are additional requirements which were derived from subsequent discussions with the TRANSCEND team at UCSF:
1. For Participant Information Exchange, the registration of participant in THE Force and caAERS must be synchronous so that caAERS is ready to accept serious adverse events right away. 

Note: Participants get registered in THE Force prior to screening and randomization i.e. the registration data does not have the treatment arm.  This may require changes to caAERS.
2. For Adverse Event Integration, all serious adverse events will be entered in caAERS first to facilitate regulatory safety reporting. However, all Adverse Events including serious adverse events are entered in THE Force for a course/treatment cycle. These AEs will be transmitted to caAERS after DCC approves them in THE Force.
3. caAERS will be required to identify and ignore serious adverse events that already exist in caAERS (flagged based on Study, Study-Subject, CTCAE Term, Onset date and Grade and resolved with the intervention of caAERS user since currently there is no definitive way of identifying a duplicate AE). It will need to identify and notify users about updated SAEs for further action. 

4. caAERS will also need to raise exception alerts for SAEs that are not in caAERS but are received from THE Force, because of the criticality of reporting SAEs. 

5. caAERS should provide capability to generate report for SAEs that are in caAERS but not yet received from THE Force (based on the Treatment Cycle).
3.2.2. Integration Scenario Details

This section describes the details about the proposed integration scenario
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This integration scenario will leverage the capability of THE Force to generate CDA-based messages (using the XML to CDA Convertor) and invoke iHub service interface. iHub inbound components could be leveraged, reducing the work effort. iHub transforms the subject registration and adverse event CDA messages to caAERS information model and routes them to the corresponding caAERS services. The only drawback is that the integration is based on caAERS services instead of the standardized NES Subject Registration and Adverse Event services.
3.2.3. High Level Tasks

This section lists the high level tasks to implement this integration scenario:

1. iHub - Add Subject Registration data transformation for caAERS,  invocation of caAERS Participant Registration service to create, update and delete (disable) participant

2. iHub - Add Adverse Event data transformation for caAERS,  invocation of caAERS Adverse Events web service to create and update adverse events

3. caAERS – Add comparison and reconciliation, exception alerts and reports for AEs from THE Force
3.3. caIntegrator – caArray Integration Scenario

This integration scenario describes the transfer of following three types of information between caArray and caIntegrator
1. Sample List – Currently in Production 

2. Array Data – Currently in Production

3. Sample Notifications – New 

The sample notifications (New) are used to indicate addition of new samples and/or new data for existing samples to an existing experiment in caArray.
3.3.1. Additional Integration Requirements
Following are additional requirements which were derived from subsequent discussions with the TRANSCEND team at UCSF:
1. caArray to provide list of updated samples for a given data/time range. This list should include samples which were added, updated or deleted.

2. caIntegrator to receive/obtain these notifications and display them to the logged in user. caIntegrator to allow users to accept notifications and retrieve the associated array data

3.3.2. Integration Scenario Details

This section describes the details about the proposed integration scenario
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This integration scenario leverages the existing capability of caIntegrator to retrieve samples list from caArray by adding constraints of a date range. caIntegrator can use the “Last Retrieval Timestamp” (which is to be stored within caIntegrator) to retrieve new/deleted samples and notify about them to the study managers upon their login. It reuses existing functionality by allowing users to associate new samples to patients and retrieve array data for them or retrieve updated data files for existing samples.

3.3.3. High Level Tasks

This section lists the high level tasks for the implementation of this integration scenario:

1. caArray – Expose a method which will return changes for a given experiment within a given date-time range

2. caIntegrator – Start storing “Last Retrieval Timestamp” which represents the time when samples list was obtained from caArray. Invoke the caArray method to retrieve changes since the Last Retrieval Timestamp. Changes to an experiment can include addition/deletion of samples as well as addition/deletion of data files for existing samples.
3. caIntegrator - Automatically retrieve list of new/deleted samples and new/deleted data files upon user’s login. Display notification to user and allow them to
a. map any new samples to existing patients
b. retrieve array data for mapped new samples
c. accept changes to existing samples

4. 2TRANSCEND Component Architecture
4.1. THE Force (Cloud-based CDMS and Mirth Connect-based XML to CDA Convertor)
As mentioned above, THE Force will be the source of all data that drives the integration scenarios. THE Force will be capable of capturing and transmitting the Participant and Specimen data whenever a new specimen or participant is created within THE Force.  Following is the workflow for creation and transmission of these CDA messages

1. Whenever a new Registration or Specimen CRF is completed and submitted within the THE Force Cloud-based UI the data entered is created. This data is transferred as raw XMLs which are then converted into appropriate CDA documents by THE Force’s Mirth Connect-based XML to CDA Convertor
2. THE Force’s XML to CDA Convertor then invokes iHub’s Web Service Interface and passes the CDA XML document as parameter. It also accepts and processes the response which is sent back by the recipient applications (currently only caTissue)

3. Mutual Authentication is used to establish secured communication between the following

a. THE Force’s Cloud-based UI and THE Force’s Mirth Connect-based XML to CDA Convertor

b. THE Force’s Mirth Connect-based XML to CDA Convertor and iHub Web Service Interface

The section below highlights the changes that are required to THE Force to satisfy the 2TRANSCEND Integration Scenarios.
4.1.1. Generating New CDA Transmissions
THE Force is also required transmit the following CDAs

1. Participant information when a new Subject is registered and a Registration CRF is completed for the subject. Going forward TRANSCEND requires broadcasting of any updates to or deletion of the Subject. This would require THE Force to transmit messages whenever Subject Registration is updated or deleted by the end user within THE Force.

2. Specimen information when a new entry is made for Specimen by completing the Specimen CRF. Any subsequent updates to the Specimen information are also to be transmitted.
3. Consent information is collected within THE Force when the CRA completes the Consent CRF. This information should be transmitted whenever
a. Consent is obtained from a subject
b. Consent is modified or withdrawn by a subject.

The transmitted data should indicate both of these states appropriately

4. Adverse Events which are collected during the course of the study. All Adverse Events recorded in THE Force will go through a DCC review process; after which they will be transmitted to caAERS. THE Force will generate a CDA for each such Adverse Event and transmit it using the exact same mechanism as the existing Participant and Specimen CDA transmissions.

The information for all these CDAs are collected within the THE Force Cloud-based UI application. This information is then transmitted as XML messages to the THE Force’s Mirth Connect-based XML to CDA Convertor which will translate them into corresponding CDA messages. These CDA messages are then forwarded to iHub as well as caCIS. 

4.2. iHub
2TRANSCEND Integration Architecture relies heavily on iHub. iHub will act as a central ESB which houses the following capabilities:

1. Inbound Service which accepts all the incoming messages from the source system (i.e. THE Force's CDAs)

2. Transformation capabilities which transforms the message from the source system to the corresponding recipient system formats (i.e. caAERS, caTissue etc.) 
3. Outbound Connector components which are used to connect to the recipient systems to transfer the transformed data
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This configuration of using iHub as a central ESB decouples THE Force from the recipient systems. It handles all the protocol, message format and content transformation. Following are the changes which are required to iHub:
4.2.1. iHub Inbound Service
iHub team has already ported the ServiceMix based Web Service Interface which is used currently in TRANSCEND on Mirth Connect. Due to initial security constraint this interface was ported as a CXF based external service which was to be deployed as a secured service in the same server as Mirth Connect. 

2TRANSCEND Integration Architecture proposes using the security solution developed by caCIS Team. This solution leverages Apache HTTP Server which acts as a security proxy to the unsecured services deployed on Mirth. This solution is elaborated in section 7.3 of this document.
This will enable implementation of the Inbound Web Service directly within Mirth Connect. This web service should expose the following interface: <TBD>
4.2.2. Transformations and Routing
iHub team is tasked with creating and maintaining the  proposed transforms.  These transformation and routing components can follow the following guidance:

1. A single technology should be chosen for creating and implementing these transforms. The input messages coming from THE Force are in CDA XML format. About half of the recipients are accepting the messages in XML format as well. It is recommended to use some XML transformation technology such as XSLT for creation of these transforms. 
2. A generic transformer can be developed which would invoke the appropriate XSLT based on the incoming CDA message resulting in the transformed message in recipient format. 
3. For recipient that requires java objects, XML to Java technologies can be used to create Java objects as required by those recipients. 
4. All 2TRANSCEND Integration scenarios are static in nature, i.e. they are not dependent on the actual message content that is coming in. So these can be designed as design time configuration. 
5. The underlying MirthConnect container provides many of the above mentioned capabilities out of the box and hence they can be leveraged for development of such transforms.
Currently there are nine transformations and routing that need to be performed by the iHub team:
1. THE Force Participant CDA to caTissue Model – This is a new transformation should be developed as a XSLT-based transformation. It also needs to address transformation of “Institute (Study Site)” attribute from CDA to appropriate element in the caTissue model. This transformed message will then be routed to caTissue Java Outbound Connector.
2. THE Force Specimen CDA to caTissue Model – This is a new transformation which should be developed as a XSLT based transformation. It also needs to address transformation of “Guidance for Breast Core Biopsy” attribute from CDA to appropriate element in the caTissue model. This transformed message will then be routed to caTissue Java Outbound Connector.
3. THE Force Consent CDA to caTissue Model – This is a new transformation which should be developed as a XSLT based transformation. This transformed message will then be routed to caTissue Java Outbound Connector.
4. THE Force Participant CDA to caAERS Model – This is a new transformation which should be developed as a XSLT based transformation. This transformed message will then be routed to caAERS Participant Web Services Outbound Connector.
5. THE Force Adverse Event CDA to caAERS Model – This is a new transformation which should be developed as a XSLT based transformation. This transformed message will then be routed to caAERS Adverse Event Web Services Outbound Connector.
4.2.3. Outbound Connectors
There will be a total of three outbound connectors which will be required for 2TRANSCEND Integration Scenarios. 

1. caAERS Participant Web Service Outbound Connector: Since the open-source, free version of Mirth Connect doesn’t support SSL, iHub will have to use a Java client to connect to caAERS Participant Web Service using SSL. These outbound connectors will also have to determine which operation of the Participant Service to invoke based on create / update or delete operation initiated by the end user on THE Force. Apart from SSL, the web service also uses a username and password security, which needs to be configured within iHub.
2. caAERS Adverse Event Web Service Outbound Connector: This will be a Java based web service connector similar to the caAERS Participant connector and will behave in a similar manner.

3. caTissue Java Outbound Connector: This Java connector will accept the transformed XML messages for Participant, Specimen, and Consent and un-marshal them back into Java object and then invoke the caTissue APIs passing these Java objects as parameters. This connector will also determine whether to invoke create, update, or delete operations on the caTissue API based on the user action indicated in the incoming CDA.
4.3. caTissue
2TRANSCEND Integration Architecture leverages the caTissue Java APIs for the purpose of creating, updating and deleting data within caTissue. However the standard caTissue model needs to be extended using Dynamic Extensions to handle the following new attributes: 

i.  Study Site (Institution)

ii. Guidance for Breast Core Biopsy

As a result of this, new caTissue APIs need to be generated to include these dynamic extensions. The newly generated client will be then used by iHub to connect to caTissue.
The failure in transmission of the Participant data to caAERS (the other recipient of the same data) may result in rollback of the entire message. This would mean that iHub will have to perform a rollback (delete/remove) operation on all the successful recipients, i.e. caTissue. caTissue APIs should be capable of accepting this delete request and remove the record from its database.
4.4. caAERS
2TRANSCEND Integration Architecture leverages the existing caAERS, Participant and Adverse Events web service interfaces. In case of serious adverse events, the adverse event record received from THE Force via the Adverse Event web service interface is expected to be present within caAERS as SAEs are entered manually in caAERS first. caAERS Adverse Events web service needs to determine if the incoming record is the same as what is present within its database. Generally following attributes can be used to determine if the adverse events are unique; however, since THE Force does not store the timestamp for the Onset Date (it only stores the date), it is not possible to definitively identify whether a given pair of adverse events represents duplicate adverse events.  :
Study, Study Subject, CTCAE Term, Onset Date, Grade
As a result, the 2TRANSCEND solution is constrained to just flagging all possible similar AEs to the CRAs and requiring them to take further action.  

This matching and alerts logic can be implemented using caAERS business rules feature so that it can be enabled only if the specific deployment instance requires it (e.g. in case of 2TRANSCEND Integration).
The failure in transmission of the Participant data to caTissue (the other recipient of the same data) may result in rollback of the entire message. This will require iHub to perform a rollback (delete/remove) operation on all the successful recipients, i.e. caAERS. caAERS Participant should be capable of accepting this delete request and remove the record from its database.
4.5. caArray
As part of 2TRANSCEND Integration Architecture, caIntegrator now needs to retrieve list of samples which have been newly created, updated or deleted after a given date. caArray team needs to upgrade the Search Service (EJB) to handle this scenario. This can be achieved either by modifying existing search capability or adding a new search option. This search operation will then be used by caIntegrator to retrieve data from caArray.
NOTE: There are additional changes which are required to the caArray application for security. These are tracked in a separate document as mentioned in security section below.
4.6. caIntegrator

caIntegrator needs to be upgraded to handle the retrieval and processing of updated samples list from caArray application. The following sub section describes how this can be achieved within caIntegrator application.
4.6.1. Retrieving Updated Samples 
caIntegrator will be upgraded to automatically retrieve the updated samples list whenever a user belonging to the study manager group is logged in. It will use the timestamp of last retrieval as the baseline and query caArray’s updated Search Service (EJB) Interface and retrieve the list of samples which have been created or updated after the baseline date.
This functionality will also be made available as an on-demand feature, implemented as a menu item or a button, allowing the study managers to retrieve the updated samples list at any time.

Upon successful retrieval of the updated samples list, caIntegrator will update the last retrieval timestamp, which will be used in future queries.

4.6.2. Notification Display
Once the sample list has been retrieved (either automatically upon login or through the study manager action), caIntegrator needs to process it against the list of samples which it already has from a previous query. If there are any samples which have been newly created, updated or deleted then a notification needs to be displayed to the study manager requesting their action.

caIntegrator currently provides functionality of mapping samples to patients via a mapping page. This page can be reused to show the updates to the sample list as described below:
1. Newly created samples should be automatically added to the unmapped samples queue and displayed to the user

2. For updated samples, if it is already mapped to a patient and the actual array data is present for the sample in caIntegrator, then that mapping should be flagged as updated 

a. It should also allow the administrator to select that sample to retrieve the updated array data

NOTE: Last modified or update date can be used to determine if the sample’s data was updated after the last retrieval
3. For samples ids which are not present in the sample list retrieved indicate that the sample is no longer available in caArray and has been deleted. For such missing sample ids
a. If they are part of the unmapped samples list, then they can directly deleted

b. If they are mapped to a patient and their data is retrieved by caArray then an option is displayed to the study manager as to whether they want to delete the sample and its associated data from the study.

4.7. Dependencies between Components
The following table identifies the pending dependencies between the applications which are introduced due to the proposed integration architecture and needs to be resolved during the detail design phase

	Dependencies
	Supporting Applications 
	Responsible Application 

	Mapping of Participant CDA to the caAERS’ Participant/Subject object in order to generate the transformation needed
	THE Force & caAERS
	iHub

	Mapping of Participant CDA to the caAERS’ Adverse Event object in order to generate the transformation needed
	THE Force & caAERS
	iHub

	Mapping of Consent CDA to the caTissue Consent object in order to generate the transformation needed
	THE Force & caTissue
	iHub

	Regeneration of the caTissue APIs to contain the new dynamic extension
	caTissue
	TRANSCEND/THE Force

	Provision of new Query Interface to retrieve updated samples list
	caIntegrator
	caArray

	Definition of Class Code CDA element value which will be used to represent the user’s action (create/update) which initiated the incoming CDA message
	THE Force
	iHub


5. 2TRANSCEND Security Architecture
5.1. Application Specific Security Requirements
Most of the applications participating in 2TRANSCEND Integration Architecture, except for caIntegrator and caArray, will continue to use their existing authentication mechanism. Both caIntegrator and caArray will be part of a Single Sign On framework described in the following section.

Each application participating in 2TRANSCEND Integration Architecture will continue to locally enforce its existing authorization. 2TRANSCEND does specify certain application level security enhancement e.g. caIntegrator’s capability to filter data based on the Treatment Arm etc. Design/Architecture of such application specific requirements will be provided by individual application teams.
5.2. Single Sign On Framework
A Single Sign On Solution is proposed which allows users to be able to seamlessly move from one application to another without requiring re-login. Users will be able to log into any application with a single set of credentials which are common to all of them. The current scope of this Single Sign On functionality is limited to only two applications - caIntegrator and caArray. This single sign on framework will work not only at the web-based graphical user interface level but also at the service interface level. 
Detailed Architecture for this Single Sign on Implementation can be found at the following location: https://ncisvn.nci.nih.gov/svn/essrt/trunk/Projects/TRANSCEND/2TRANSCEND_Authn_Authz_Architecture.doc 
6. 2TRANSCEND Deployment Architecture
6.1. Application Versions
The following table provides list of applications which are part of the proposed 2TRANSCEND Architecture and also their respective versions

	Application
	TRANSCEND Deployment Version
	2TRANSCEND Deployment Version

	THE Force
	NA
	1.0

	OpenDS
	NA
	2.2.0

	CAS Server
	NA
	3.4

	iHub
	2.3
	2.4 & 2.5

	caTissue
	1.1P4.3
	2.0

	caAERS
	NA
	2.5 & 2.6

	caIntegrator
	NA
	1.4

	caArray
	NA
	2.5


6.2. Deployment Topology
Based on the TRANSCEND Production Architecture document dated 01/17/2012, there are four production nodes as shown below. These are backed by SAN which provides the storage for each of the machines. A parallel test environment is maintained which mimics the production environment.
	Node
	Application / Tools / Services

	1
	THE Force

	2
	Randomization Service & iHub

	3
	caTissue 

	4
	Database


More details about 2TRANSCEND deployment architecture can be found in the document at this location: https://ncisvn.nci.nih.gov/svn/essrt/trunk/Projects/TRANSCEND/2TRANSCEND_Deployment_Architecture.doc 
7. Additional Considerations
7.1. iHub – Routing Error Handling
In cases where message was successfully delivered to all recipients, iHub should return a success message back to THE Force. However, when the message transmission to one of the recipients fails, iHub can handle this situation in the following manner:
1. Issue a rollback message to all the successful recipients of the message. This message will indicate to the recipients to delete or rollback the updates which were transmitted earlier. iHub will ensure that all the details needed for a successful rollback by the recipients are provided within the rollback message.

2. Send an appropriate error message back to THE Force containing the error code, message and the name(s) of the system(s) whose transmission was not successful. 
NOTE: THE Force can choose to lock the record (optionally based on the business rule) to prevent any further action on the record till a successful retransmission.
3. Simultaneously, send an error notification to the administrator indicating the problem.
The iHub administrator can now log into MirthConnect to determine the cause of the error and resolve it. Once resolved, iHub administrator can inform the user that they can retransmit the message. Upon a successful retransmission, THE Force can make the record available for further use.  This error handling mechanism ensures that all recipient systems and the source system are always in sync.  
7.2. iHub – Deployment Considerations
The current version of iHub uses ServiceMix as the underlying Enterprise Service Bus platform.  This platform was used to implement existing TRANSCEND's caTissue integration scenarios.  Apart from this ServiceMix based iHub also houses integration scenarios for NCI's NCIP Clinical Trials Suite, which integrates various applications in the Clinical Sciences domain to provide capabilities required for managing a Clinical Trial. 
iHub team is already in the process of migrating the above-mentioned integration scenarios (Suite and TRANSCEND) from ServiceMix to MirthConnect. MirthConnect is also the platform used by caCIS for housing integration scenarios. 
This implies that iHub on MirthConnect will house the following three sets of integration scenarios:
1. caCIS Integration Scenarios

2. 2TRANSCEND Integration Scenarios

3. Suite Integration Scenarios
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All these integration scenarios should be packaged and delivered as independently deployable components. This provides users the ability to:

1. Deploy only the integration scenarios which they require based on their needs.

2. Deploy each set of integration scenarios in a different Mirth Connect container in order to fulfill performance and load requirements
3. Deploy all integration scenarios within a single container without causing any conflicts.

7.3. iHub – Security Considerations
Open Source MirthConnect platform doesn't provide SSL capabilities. This can be an issue if you want to exchange PII or PHI via the Mirth platform. caCIS addressed this issue by securing Mirth Connect’s inbound and outbound interfaces. 
The caCIS solution leverages Apache HTTP Server in front of Mirth connect to provide SSL capabilities. The Apache HTTP Server is configured to enable SSL for the inbound port required by Mirth Connect. It then tunnels the HTTP request to Mirth Connect locally. Firewalls are configured to restrict access to the unsecured service on Mirth Connect to local calls only.  For outbound secured calls, a Java client can be written which can connect using SSL to the recipient services.

 iHub can leverage the same security design to secure its inbound and outbound interfaces. More details about configuring and leveraging Apache HTTP Server along with Mirth can be found on caCIS Architecture wiki at the following location: https://wiki.nci.nih.gov/display/caEHR/caCIS+Canonical+Model+Processor+Security+Design
